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INTRODUCTION AND SUMMARY

Q: PLEASE STATE YOUR NAME AND CONTACT INFORMATION.

A: My name is Leslie Glustrom. I am a citizen intervener in this Docket representing myself.
My address is 4492 Burr Place, Boulder, Colorado 80303, my phone number is 303-245-8637

and my e-mail is lglustrom@gmail.com. A resume is attached as Attachment ZZ.

Q: PLEASE SUMMARIZE THE PURPOSE OF YOUR TESTIMONY.
A: The purpose of my testimony is to provide the Commission with key information on
climate change, coal supplies, Concentrating Solar Power (“CSP”) and information received
from Xecel that could be useful to the Commission as it makes its decision in this Docket and
as it sets the stage for the next Resource Plan which Xcel has indicated will be submitted in
2009.
Q: ARE YOU GENERALLY SUPPORTIVE OF XCEL’S PLAN AS PROPOSED?
A: Yes, I am very grateful to Xcel for their visionary plan and the hard work that the Xcel
personnel are doing in this and several other Dockets before the Commission as we all work
to find ways to “keep the lights on” while reducing emissions of carbon dioxide (“CO2").
While I have a number of concerns about the plan and some of the assumptions, I would like
these concerns to be seen in a larger context of respect and gratitude for all that Xcel is doing
to lead the way into the post-fossil fuel era.
Q: WHAT ARE THE MAIN POINTS YOU WILL BE MAKING?
A: The main points made in this testimony are:

¢ Climate change is real and extremely serious. Current events are going faster than

predicted by models, feedback cycles are beginning and the need for action is urgent.

To stabilize the climate of the planet we need to reduce emissions of greenhouse



gases, including CO2, drastically. Even when emissions are drastically curtailed, the
planet will continue to warm and feedback cycles will lead to natural emissions of
“greenhouse gases such as CO2 and methane (“CH4”) from the oceans, vegetation and
the melting permafrost. The scientists are telling us in very clear terms that the planet
as we know it is at risk. Urgent action is needed to reduce emissions of greenhouse
gases.

e Assumptions presented by Xcel regarding future prices of coal do not appear to be
well supported and Xcel is already paying more for coal than they have projected they -
will be paying in 2020. It is important for the Commission to address this issue before
moving into Phase I and as the state debates the proper time to retire existing coal
plants. In addition, there are a number of environmental liabilities associated with coal
plants and these should be factored into decisions on which coal plants to retire. Also,
since we will have to soon retire many of Xcel’s coal plants, it probably doesn’t make
much sense to spend a lot of money on capital expenditures. Rather the money should
be spend on building a carbon-free infrastructure.

o Concentrating Solar Power provides an important key to rapid decarbonization. Prices
are expected to drop and capacity factors to increase. We can beat the “rush” and
avoid large operating costs associated with carbon management, emissions control
and coal costs by making plans now to build significant amounts of CSP in Colorado.
We have over 200 GW of potential and we only need about 12 GW for the entire state.

Q: PLEASE SUMMARIZE YOUR RECOMMENDATIONS

A: My recommendations are as follows:



1) Recognize that the scientific literature is indicating that the climate crisis is quickly
becoming even more dire than the already dire 2007 Intf.:rgovennnental Panel on Climate
Change presented.

2) Recognize the need to greatly reduce emissions of CO2 in order to stabilize the
climate.

3) Recognize that CO2 is a very long-lived pollutant with approximately 25% of the
CO2 we emit over the next decade will still be in the atmosphere in the year 3007 and this
will have very serious consequences for our planet and all the species that we share the planet
with.

4)Recognize that coal fired electric generation is the largest single source of CO2 in
the state

5) Recbgnize the geologic constraints affecting coal supplies and their probable costs
of future coal supplies

6) Recognize that Xcel’s predictions for the price of coal are not well founded.

7) Require sensitivity analyses for coal pﬁces when evaluating coal plant retirements

8) Recognize the numerous operating costs associated with keeping aging coal plants
running and include these in an evaluation of the retirement of Cherokee for this Resource
Plan. These operating costs should include

-Realistic estimates for the costs of coal
-Costs of carbon regulation

-Costs of mercury control

-Capital investments in plant upgrades
-Cost of cooling water

-Cost of coal ash disposal

-Cost of emisstons control for 0zone compliance
-Actual and potential legal costs for emissions



9) Analyze the retirement of Cherokee when the alternative is Concentrating Solar
Power or geothermal, not natural gas

10)Ask that in 2009 Xcel present a detailed analysis of the operating costs of all of its
coal plants over the next 4 decades using a list like the one above and present an economic
analysis of replacing these coal plants with carbon free (or low carbon) sources.

11) Recognize and consider the serious environmental and health risks involved in
natural gas exploration, production and delivery.

12) Recognize the risks of excessive reliance on natural gas and run sensitivity
analyses of natural gas prices during bid evaluations.

13) Develop a mechanism for taking the cost of externalities into account when
evaluating bids. One possibility is to develop a matrix where these externalities are assigned a
score on say a scale of 1-5 and then, in addition to the bid price, these externalities are also
accounted for. For example if two bid prices are close and one has a high externality score
and one has a low externality score than the bid with the slightly higher cost might be
accepted due to its lower externality score. The list of externalities which should be
considered include:

-Climate change

-Mercury emissions

-S02

-NOx

-Particulates

-Volatile Organic Compounds

-Contributions to Ozone formation

-Environmental impacts of natural gas drilling
-Health impacts of natural gas exploration and drilling

14) Develop a mechanism for taking non-energy benefits into account. One possibility is to

develop a matrix where these non-energy benefits are assigned a score on say a scale of 1-5
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and then in addition to the bid price, these non-energy benefits are also accounted for. Then,
for example if two bid prices are close and one has a high non-energy benefits score and one
has a low non-energy benefits score than the bid with the slightly higher cost might be
accepted due to its higher non-energy benefits score. The list of non-energy benefits should
include those listed in C.R.S. § 40-2-123 (1) as well as in the preamble to Amendment 37 and
codified in Rule 3651 as follows:

-Contributions to Colorado’s energy security (C.R.S. § 40-2-123 (1))

-Contributions to Colorado’s economic prosperity (C.R.S. § 40-2-123 (1))

-Contributions to Colorado’s environmental protection (C.R.S. § 40-2-123 (1))

-Insulation from fuel price increases (C.R.S. § 40-2-123 (1))

-Save consumers and businesses money (PUC Rule 3651)

-Attract new businesses and jobs (PUC Rule 3651)

-Promote development of rural economies (PUC Rule 3651)

-Minimize water use for electricity generation (PUC Rule 3651)

-Diversify Colorado’s energy resources (PUC Rule 3651)

-Reduce the impact of volatile fuel prices (PUC Rule 3651)

-Improve the natural environment of the state (PUC Rule 3651)

-Develop and utilize renewable energy resources to the maximum practicable
extent (PUC Rule 3651}

15) Recognize that the capacity factor for Concentrating Solar Power is likely to
increase over the Resource Acquisition Period and certainly over the Planning Period

16) Add a provision in the bid énalysis process to consider the value of the electricity
produced—i.e. likelihood that it witl produce during the summer peak.
Q: BEFORE PROCEEDING, ON WHAT BASIS ARE YOU SUBMITTING THIS
TESTIMONY?
A: Under Colorado Revised Statute (C.R.S.) § 40-6-109 (1), persons who are “interested in or
affected by” an order of the Commission and who have become parties to a proceeding “shall

be entitled 1o be heard, examine and cross-examine witnesses, and introduce evidence.” The

evidence I am submitting is from highty credible sources including top scientific journals,
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government and other highly credible reports as well information from Xcel obtained in
Discovery. This evidence clearly has the “reliable probative value” referred to in PUC Rule
1501 (a).

L. CLIMATE CHANGE—THE CRISIS IS REAL AND EXTREMELY SERIOUS

A. THE IPCC FOURTH ASSESSMENT—AN INTRODUCTION

Q: YOU HAVE SUBMITTED SEVERAL EXCERPTS FROM THE
INTERGOVERNMENTAL PANEL ON CLIMATE CHANGE (IPCC) FOURTH
ASSESSMENT REPORT. PLEASE EXPLAIN WHY YOU HAVE SUBMITTED
THEM.

A: All of the reports of the Intergovernmental Panel on Climate Change (IPCC)' are available
to download for free from the [PCC website at www.ipcc.ch and I hereby ask the Commission
to take administrative notice of these IPCC reports. Given the urgency of the situation and
my concern that the staff of the Commission and other parties may not take the time to
actually read what the IPCC is trying to tell us, I have gone to considerable trouble and
expense to submit actual excerpts from their reports.2 In addition, Dr. Kevin Trenberth, a

coordinating lead author for Chapter 3 of the IPCC Working Group I Report is expected to

! Information about the IPCC can be found at http://www.ipce.ch/about/ index.htm. According to this website as
accessed on April 20, 2008, the mandate of the IPCC is as follows:

The IPCC was established to provide the decision-makers and others interested in climate change with an
objective source of information about climate change. The IPCC does not conduct any research nor does it
monitor climate related data or parameters. Its role is to assess on a comprehensive, objective, open and
transparent basis the latest scientific, technical and socio-economic literature produced worldwide relevant to the
understanding of the risk of human-induced climate change, its observed and projected impacts and options for
adaptation and mitigation. IPCC reports should be neutral with respect to policy, although they need to deal
objectively with policy relevant scientific, technical and socio economic factors. They should be of high
scientific and technical standards, and aim to reflect a range of views, expertise and wide geographical

coverage.
2 | will attach pdfs of several parts of the IPCC AR4 with my testimony, but in the interest of reducing copying

costs, 1 am only submitting certain (though extensive) parts of these reports with the paper copy of my
testimony.
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testify in this proceeding and will summarize the IPCC findings. In addition, several other top
climate change scientists are also expected to testify in this Docket to summarize recent key
scientific findings for the Commission and the parties.’ While these scientists will summarize
the results of the science, it is my goal to give the Commission and the staff some sense for
the depth and breadth of the science that underlies the conclusions of the IPCC as well as the
observations that have been made in the last couple of years. |
Q: THERE ARE SEVERAL DIFFERENT EXCERPTS FROM THE IPCC FOURTH
ASSESSMENT REPORT. PLEASE EXPLAIN HOW THEY ARE RELATED.
A: The IPCC reports summarize a massive amount of scientific data as will soon become
“obvious. In an effort to make this data accessible to non-scientists, the IPCC has issued a
number of reports intended to make this easier for “the policy makers,” including, of course
the Colorado Public Utilities Commission (“PUC) and the parties to this Docket. The IPCC
Fourth Assessment Report (“AR4”) was issued in 2007 and I have included the following
excerpts from the report as attachments to this testimony.
e Attachment 1“Climate Change 2007: Synthesis Report: Summary for
Policymakers,” (Entire SPM, 22 pages)
o Attachment 2“Climate Change 2007: Synthesis Report—Synthesis Report”
(Cover page, Treatment of Uncertainty (page 27), Topics 5 and 6 (pages 63-73)
e Attachment 3“Climate Change 2007: Impacts, Adaptation and Vulnerability—

Chapter 4: Ecosystems, their properties, goods and services,” Excerpts—Cover

* Since many of the participants in PUC proceedings are attorneys or engineers and may not be familiar with
climate change science, it is worth noting that the four scientists who will be testifying in this Docket are at the
top of their fields. To make an analogy to the field of law, it is as if we had gotten four United States Supreme
Court justices to testify. A quick glance at these scientists’ resumes will confirm their stature and experience. it
is also worth noting, though, that many scientists are typically self-effacing and reticent by nature. This humility
is typically a product of their make-up, their training and their deep understanding of how little even scientists at
the top of their field understand about this planet we all call home.
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Page, Table of Contents, Executive Summary (pages 213-214), Section 4.6.3

Implications for biodiversity (pages 247-248) and References (pages 252-272)

As will soon be clear, each of these parts of the IPCC AR4 offers a different level of
understanding of the science with the “Summary for Policymakers” being the most general—
and also the most densely packed with information (which ironically makes it rather difficult
for policymakers to digest...). Then the Synthesis Report provides more scientific details and
is a little less dense. Then the actual Working Group Reports (of which there are three)
provide further details, as well as references to the actual scientific literature. Attachments 1
to 3 to this Answer Testimony provide just one example of how this telescoping detail works.

B. THE IPCC FOURTH ASSESSMENT—SPECIES EXTINCTION

Q: PLEASE PROVIDE AN EXAMPLE OF HOW THIS ‘TELESCOPING’ DETAIL IN
THE IPCC REPORT WORKS. AS AN EXAMPLE, WHY DON'T YOU USE THE
QUESTION OF THE EFFECT OF WARMING ON SPECIES EXTINCTION AND |
PLEASE EXPLAIN WHY WE SHOULD CARE ABOUT EXTINCTION AT ALL.

A: Climate change will bring very serious changes to our planet. These changes are likely to
involve significant loss of life as well as property. Indeed, whole countries are likely to
disappear. Cities may need to be rebuilt in whole or part, and thousands and thousands of
human lives (and probably millions) are likely to be lost prematurely over the coming decades
due to the impact of global warming on our planet. Yet, as terrible as these outcomes are,
there is one set of outcomes from which there will be no recovery—ever—and that is species

loss. Each species is the result of thousands and millions of years of evolution and is
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extremely unlikely to ever again be replicated on the planet. Individuals of any species all
come and go—that is part of the flow of life—but for species, once they are gone—they are
gone forever. Each species on the planet plays a host of important roles in the ecosystem it
occupies. Unfortunately we don’t know yet what that role is for millions of species. Indeed,
for many species, the role they play won’t become apparent until they are gone—and then, of
course it is too late. Extinction is forever and we can only pull so many threads out of the
fabric of life and expect the planet to continue to function in the way we’ve known. It is for
these reasons that species extinction is, in my view, the ultimate concern with respect to
climate change-—even more important than heat waves or sea level rise or declining
agricultural productivity or impacts on fresh water availability-—though these are all
extremely important also. So, let’s see what the IPCC report has to say about species loss.
Here is how the reports work:
e The IPCC AR4 Summary for Policymakers (SPM) of the Synthesis Report (See
Attachment 1) —This document attempts to distill all the key findings of alt three
[PCC Working Groups into about 20 pages. This makes the conclusions accessible in
one central location, but it makes for very dense reading. A key conclusion regarding
biodiversity is found on page 19 of the Summary for Policymakers from the Climate
Change 2607 Synthesis Report (Attachment 1) It ‘statcs:
An increasing risk of species extinction and coral reef damage is projected
with higher confidence than in the TAR (Third Assessment Report) as
warming proceeds. There is medium confidence that 20 to 30 % of plant and
animal species assessed so far are likely to be at increased risk for extinction if
increases in global average temperature exceed 1.5 to 2.5 ° C above 1980-1999
levels.{5.2} (page 19, Summary for Policymakers of the Synthesis Report,
IPCC AR4, Attachment 1; italics in the original; Note: “medium confidence”

means “About 5 out of 10 chance” and “likely” means “>66%"—see page 27
in the Synthesis Report excerpts in Attachment 2. )
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At the end of the paragraph containing this statement there is a “{5.2}” which then directs the

reader to Section 5.2 in the full Synthesis Report which is described below and excerpts of

which are included as Attachment 2 to this Answer Testimony.

The Synthesis Report (See Attachment 2) is an effort to summarize the reports of
the [PCC Working Group I (The Physical Science Basis), Working Group II (Impacts,
Adaptation and Vulnerability) and Working Group HI (Mitigation of Climate Change).
Each of these reports is hundreds of pages long and each summarizes hundreds and
thousands of scientific articles. The IPCC Synthesis Report attempts to summarize
these three long reports into one 52 page report, of which there are a few excerpts in
Attachment 2. Turning to Topic 5.2 in the IPCC AR4 Synthesis Report (page 64 in
Attachment 2) we find an expansion of the effects on species that were summarized in
the SPM. One of the statements in Section 5.2 is this:
The five ‘reasons for concern’ identified in the TAR (Third Assessment Report
issued in 2001) are now assessed to be stronger with many risks identified
with higher confidence. Some are projected to be stronger or to occur at lower
increases in temperature. {WGII 4.4, 5.4, 19ES, 19.3.7, TS 4.6; WGIII 3.5,
SPM}. (page 19, Synthesis Report of the IPCC AR4, emphasis and
parenthetical explanation added.)
Again, at the end of the paragraph with this statement there is a “/WGII 4.4, 5.4, 19ES,
19.3.7, TS 4.6; WGIII 3.5, SPM}.” These notations direct the reader to various parts
of the Working Group II and Working Group III reports. An excerpt from Working
Group II is included with this Testimony as Attachment 3 and is described below.
IPCC AR4 Working Group II, Chapter 4, Executive Summary, Section 4.6.3 and
References. Just as the Synthesis Report attempted to summarize the findings of

Working Groups I, 1I and 111, the Working Group report attempts to summarize

literally thousands of scientific papers. In Attachment 3 to this testimony, I have
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included excerpts from one chapter (“WGII--Chapter 4: Ecosystems, their properties,
goods and services”) from the report of one Working Group of the IPCC (Working
Group II—Climate Change 2007: Impacts, Adaptation and Vulnerability”). The
opening paragraph on page 213 of the Executive Summary of Chapter 4 of the IPCC
AR4 Working Group II report says this:

During the course of this century the resilience of many ecosystems (their
ability to adapt naturally) is likely to be exceeded by an unprecedented
combination of change in climate, associated disturbances (e.g. flooding,
drought, wildfire, insects, ocean acidification) and in other global change
drivers (especially land-use change, pollution, and over-exploitation of
resources), if greenhouse gas emissions and other changes continue at or
above current rates (high confidence). (page 213, Chapter 4, Working Group
IT Report of the IPCC AR4, emphasis in the original; Note: “high confidence”
means “about 8 out of 10” chance, see p. 27, IPCC AR4 Synthesis Report,
Attachment 3)

As before, the Executive Summary for Chaptei' 4 of Working Group Il refers the
reader to multiple sections of the chapter. Turning to Section 4.6.3 (page 247) of

Chapter 4 of Working Group II report of the IPCC AR4 we find the following

statement.

Many studies and assessments stress the adverse impacts of climate change on
biodiversity (e.g. Gitay et al., 2002; Hannah and Lovejoy, 2003; Thomas et al.,
2004a; Lovejoy and Hannah, 2005; Schroter et al., 2005; Thuiller et al., 2005b;
van Vliet and Leemans, 2006), but comprehensive appraisals of adaptation
options to deal with declining biodiversity are rare. (page 247, Chapter 4,
“Ecosystems, their properties, goods and services,” Working Group II report of
the IPCC AR4) -

Now, finally, we’ve telescoped down and the references in the quote above aren’t to another
part of the IPCC report, but rather to the scientific literature itself. The detailed references to

the papers (and in some cases entire books)* cited in the chapters of the Working Group

* For example, the reference to “Lovejoy and Hannah, 2005” is to a 418 page book entitled Climate Change and
Biodiversity, published by Yale University Press.
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reports are assembled at the end of each chapter. Included as part of Attachment 3 to this
Answer Testimony is the list of references from Chapter 4 of Working Group II report for the
IPCC AR4. As can be seen in Attachment 3, each page is filled with about 40 references to
the scientific literature and there are 20 pages—for this chapter alone. That is, Chapter 4 of
Working Group Il report is summarizing approximately 800 scientific references—and there
are 20 chapters in the Working Group 11 report alone. One of the references mentioned in the
quote above is “Thormas et al. 2004a.” This reference and several others will be discussed

further below.’

C. THE IPCC FOURTH ASSESSMENT—WARMING IS UNEQUIVOCAL

Q: NOW THAT WE UNDERSTAND GENERALLY HOW THE IPCC REPORTS
ARE STRUCTURED, WHAT WAS THE KEY CONCLUSION OF THE IPCC

FOURTH ASSESSMENT?

5 Readers can note that in the list of references in Attachment 3you will find several
references listed under “Kleypas, J.A.” As just one example of how deep this science goes
(and of the critical role played by Colorado scientists in this endeavor), “Kleypas, J.A.” refers
to Dr. Joanie Kleypas, one of the country’s top marine scientists who is based at the
Cooperative Institute for Research in Environmental Studies (CIRES) at the University of
Colorado-Boulder. Dr. Kleypas submitted e-mail comments and key information on ocean
acidification to this docket on April 9, 2008. Indeed, Boulder (Colorado) is home to literally
hundreds of top climate change scientists based at the University of Colorado-Boulder as well
as at the federal research laboratories (NOAA, NCAR and UCAR). Undoubtedly many of
these scientists would be happy to help answer any further questions that the Commission or
its staff have about the science of climate change. (NOAA is the National Oceanic and
Atmospheric Administration. NCAR is the National Center for Atmospheric Research.UCAR
is the University Corporation for Atmospheric Research. They are all easy to find on the
Internet.)
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A: Turning to Attachment 1, page 2, the first conclusion in the Summary for Policymakers for

the IPCC AR4 states the following:

Warming of the climate system is unequivoeal, as is now evident from observations

of increases in global average air and ocean temperatures, widespread melting of snow

and ice and rising global average sea level. (page 2, Summary for Policymakers of the

Synthesis Report of the IPCC AR4, Attachment 1. emphasis added)

The Summary for Policy Makers goes on for another 20 pages summarizing key scientific
findings in paragraph after paragraph. Afier each conclusion there is a parenthetical notation
referring the reader to sections of the Synthesis Report, as explained above, and then each
section of the Synthesis Report refers the reader to the more detailed explanations of the
Working Group reports and the Working Group reports refer the reader to the underlying
scientific literature.

It is important to note thﬁt the choice of the term “unequivocal” in the Summary for
Policymakers is very important. Scientists (especially the best ones) are, by their nature,
typically reticent and understated and they are famous for their “on the one hand, and on the
other hand” equivoc.:ation.‘S It is, therefore, extremely significant that they have chosen the

word “unequivocal” to describe what is happening to the climate system of our planet. There

is no doubt whatsoever among scientists who publish in the peer-reviewed literature”® that the

® I note that the approach of scientists is typically very different from that of attomeys. Attorneys’ livelihoods
depend on their persuasive ability which can often involve “stretching the truth” and doing so with seemingly
great “authority.” This is in direct contrast to the ethic of the scientific community which is to understate the
truth and to do so with great reticence and humility. A lot of this humility grows out of the practice of science
and knowing that even if you are the world’s “foremost authority” on a subject—you stili only know a very
small fraction of what there is to know and typically you’d like to be left alone to try and answer the next set of
questions that follow inexorably from whatever knowledge you and your fellow scientists may have so far teased
out of the natural world.

71t is important for non-scientists to understand that among scientists, the term “scientist” means someone who
has published extensively in the peer-reviewed literature on the subject they are discussing. The best scientists
publish in the top journals such as Sclence and Nature and in the case of climate science Geophysical Research
Lerters as well as several others as seen in the references included in Attachment 3. The misuse of the term
scientist and a misunderstanding of what the distinction is between being a Ph. D (i.e. “Dr.”) and being a
scientist has caused monumental confusion in press reports related to climate science. A scientist almost always
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earth is warming and that this will have serious impacts on our planet, such as those
summarized in the Summary for Policymakers (and elaborated on in the Synthesis Report, the
Working Group Reports and in the underlying scientific literature.) ? While no one alive
presently will ever know how serious these impacts will be because they can be expected to

go on for centuries (and probably millennia) due to the inertia in the carbon-climate system,10

has a Ph.D but the degree is nowhere near sufficient to be called a scientist. A “scientist” only really gains that
distinction after publishing extensively in the peer-reviewed literature—a process that often takes up to a decade
after obtaining a Ph.D. The press has often quoted from people like “Dr. Fred Singer” or “Dr. Pat Michaels™ over
the last decade to imply that there are scientists on both sides of the climate change question. Yet, “Dr. Singer”
(who is now well past retirement age) and “Dr. Michaels” have not published extensively in the peer-reviewed
literature on climate change. Rather, they are merely individuals with Ph. D’s who have received funding from
the fossil fuel industry and who were used as part of a deliberate misinformation campaign. The references
documenting these facts about “Dr Singer” and “Dr. Michaels” are available upon request for anyone that is
interested. :

® As an example of what it takes to become a “scientist,” the young (and very attractive and very personable...)
biochemistry professor that I worked for at the University of Colorado-Boulder went to college when she was
16, then finished a “four year” undergraduate degree, a “six year” doctorate degree and a “three-year” post-
doctorate degree in the next 10 years and became a professor at the University of Colorado-Boulder by the time
she was 26. Then, for about the next 10 years she worked 60-80 hours a week, week in and week out teaching
and overseeing the research that would lead to publications in the peer-reviewed literature. On top of all of this,
she is about twice as efficient as anyone else I’ve ever known. Only after all of that, is she considered a
“scientist”—and even now she is still considered rather a “junior” scientist since she has only published a few
dozen articles in the scientific literature. Only after she has published 40-50 peer-reviewed articles will she begin
to be seen as a “senior” scientist. People like “Dr. Singer” and “Dr. Michaels™ have published very little (if at all)
in the peer-reviewed literature. The full resumes of the four climate change scientists testifying in this Docket
will quickly show that they are “senior” scientists.

The Summary for Policymakers of the IPCC AR4 Synthesis Report is Attachment 1to this Answer Testimony.
Excerpts from the IPCC AR4 Synthesis Report are Attachment 2 and Excerpts from Chapter 4 of the Working
Group 11 report are Attachment 3. The full IPCC reports (including all of the figures and scientific references)
are available from the IPCC website at www.jpcc.ch.

' The fact that the consequences of the warming climate can be expected to go on for centuries can be seen from
statements such as the following from page 20 of the Summary for Policymakers from the [PCC AR4 Synthesis
Report:
“Sea level rise under warming is inevitable. Thermal expansion would continue for many centuries after
GHG (Greenhouse Gas) concentrations have stabilized, for any of the stabilization levels assessed,
causing an eventual sea level rise much larger than projected for the 21* century.” (p. 20, Summary for
Policymakers of the IPCC AR4 Synthesis Report, Attachment 1to this Answer Testimony. Note that
GHG concentrations will only stabilize AFTER emissions of GHGs are severely curtailed.)

This phenomenon of climate change impacts going on for centuries after GHG concentrations (not emisstons)

are stabilized is often referred to as “the inertia” of the climate system. To use an example from every day life, it
is as if you put the brakes on in a car and instead of taking a few seconds to stop it took a few minutes—which of
course would mean that you’d want to put the brakes on a lot earlier than you used to. The inertia of the climate
system also argues for “putting on the brakes” as fast as we can. The question of consequences going on for
millennia will be discussed further below.

20



there is no doubt that the planet is warming and the consequences are going to be serious—it

is “unequivocal.”

D. THE IPCC SCIENTIFIC BASIS IS OYERWHELMING

Q: YOU HAVE STATED THAT THE SCIENTIFIC BASIS FOR THE
CONCLUSIONS OF THE IPCC REPORTS IS OVERWHELMING. CAN YOU GIVE
A FEW MORE EXAMPLES?

A: Yes, the truth is the science has been accumulating for several decades and later we’ll see

some specific examples, but first let’s look at the Working Group I Report to get a feel for the

scientific basis for the conclusions of the IPCC. Table LWG-1 is a list of the chapters of the

Working Group I report with a notation for the number of pages of references in the chapter

and an estimate for how many references are therefore cited in each chapter.

Table LWG-1

Approximate Number of References by Chapter

IPCC Fourth Assessment Report

Working Group I-— The Physical Science Basis

Chapter Chapter Title Pages of | Approx. Number of
(May Be Shortened) References References

1 Historical Overview of Climate Change 5+ pages >200
Science

2 Changes in Atmospheric Constituents and | 17+ pages >600
in Radiative Forcing '

3 Observations: Surface and Atmospheric 16+ pages >600
Climate Change

4 Observations: Changes in Snow, Ice and 6+ pages >200
Frozen Ground

5 Observations: Oceanic Climate Change 6+ pages >200
and Sea Level

6 Paleoclimate - 13+ pages >500

7 Coupling Between Climate Change and 19+ pages >700
Biogeochemistry

8 Climate Models and Their Evaluation 14+ pages >500

9 Understanding and Attributing Climate 10+ pages >400

Change
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10 Global Climate Projections 11+ pages >400

11 Regional Climate Projections 13+ pages >500

While there may be some duplication of the references cited for the chapters in the
Working Group I report, it is still clear that the Working Group reports rely on literally
hundreds—and probably thousands—of scientific papers. It is also worth noting that a typical
scientific paper represents 3-10 (or more) people-years worth of work. That is, each reference
in the table above could take one person three years or two people 1.5 years each or five
people working for two years etc. Moreover, scientists typically work 60 or more hours per
week routinely and 70-90 hour per week when needed—and of course peer-reviewed papers
have to rely on data—and lots of it—not just opinions or speculation.

Q: CLEARLY THE IPCC REPORTS ARE BASED ON HUNDREDS OF SCIENTIFIC
PAPERS. COULD YOU GIVE US A FEW EXAMPLES OF WHAT THESE PAPERS
LOOK LIKE?

A: Yes, I’ve included several individual scientific papers as attachments to this Answer
Testimony. To start with, here are the title and sources for three of those papers:

e Attachment 4“Climatic Change: Are We on the Brink of a Pronounced Global
Warming,” Broecker, Wallace S., Science 189, 460 (1975). (“The Broecker 1975
paper.”)

e Attachment 5“Extinction Risk from Climate Change,” Thomas et al., Nature 427,
145 (2004) (“The Thomas 2004 paper.”)

. Attachméut 6“How Much More Global Warming and Sea Level Rise?” Meeh! et al.,
Science 307, 1769 (2005) ( “The Meehi 2005 paper.”)

Meehl 2005
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Q: PLEASE DESCRIBE THE BROECKER 1975 PAPER THAT IS ATTACHMENT 4.
A: The Wallace Broecker paper from 1975 is interesting for a number of reasons:

e In 1975, Dr. Broecker (now considered one of the greats of climate science) predicted
ﬁ1at the cooling caused by dust and aerosols would soon be overwhelmed by the CO2
effect and the composite curve found in Figure 1 is remarkably similar to what has
been borne out in the three decades since this paper was published.

e In Table 1, Dr. Broecker predicted that there would be about 373 parts per million of
CO2 in the atmosphere in 2000—and there was about 368 ppm.'"

e Dr. Broecker based his prediction on the ice core data available then. In the
intervening three decades the ice core data has been significantly lengthened, but the

basic conclusions of Dr. Broecker’s paper have been remarkably prescient.

Q: PLEASE DESCRIBE THE 2004 THOMAS PAPER ON SPECIES EXTINCTION IN
ATTACHMENT 5.

A: The paper “Extinction Risk from Climate Change,” by Chris D. Thomas et al. refers to the
papers documenting the already apparent effect of climate change on plants and animals and
uses three approaches to estimate extinction risks in the coming decades. The conclusion is
that, “we predict, on the basis of mid-range climate warming scenarios for 2050 that 15-37%
of the species in {the] sample regions and taxa will be ‘committed to extinction.” As discussed
below, emissions of greenhouse gases are greater than the IPCC predicted and many
processes are moving faster than the IPCC models have predicted. There is a significant risk

that these estimates of species extinction will be revised upward in the next IPCC report as

't See Table SPM-1 on page 5 of the IPCC Climate Change 2001: Summary for Policymakers, available at
www.ipcc.ch.
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they were between the Third and Fourth [PCC Assessment Reports.12 This raises very serious

questions about the ability of the earth’s vulnerable ecosystems to continue to function in the

manner that we’ve known.

Q: PLEASE DESCRIBE THE MEEHL 2005 PAPER IN ATTACHMENT 6.

A: Dr. Gerald Meehl is a researcher at the National Center for Atmospheric Research in

Boulder, He and the team of authors on this paper ran two models to determine how much

“warming there is in the pipeline.” Here is what the relevant parts of the abstract of the paper

say:
Two global climate models show that even if the concentrations of greenhouse gases
in the atmosphere had been stabilized in the year 2000, we are already committed to
further global warming of another half degree! and an additional 320% sea level rise
caused by thermal expansion by the end of the 21* century....At any given point in
time, even if concentrations are stabilized, there is a commitment to future climate
changes that will be greater than those we have already observed. “How Much More
Global Warming and Sea Level Rise?” Meehl et al., Science 307, 1769 (2005). See
Attachment 6. (Reference added.)

The conclusion of this paper is that there is already almost as much warming “in the pipeline”

as we’ve already experienced—even if we stabilize concentrations of greenhouse gases at the

2000 level—which we are a far way from having done. *

Q: COULD YOU PLEASE EXPLAIN THE DISTINCTION BETWEEN

“CONCENTRATIONS” AND “EMISSIONS” WHEN DISCUSSING GREENHOUSE

GASES SUCH AS CO2.

Yes. This is a very important distinction.

2 See page 19 in the IPCC Summary for Policymakers in Attachment 1 regarding “new and stronger evidence”
of impacts on unique and vulnerable systems and “increasing risk of species extinction....”

¥ In scientific papers “half degree” means degrees Celsius (°C). To convert a half degree C to °F, multiply by
1.8. So this is another 0.9 °F of warming that is “aiready in the pipeline.”

1 As will be discussed further below, the level of CO2 in the atmosphere increased by about 2.4 parts per
million in 2007 and has gone up almost 10 ppm since 2004.
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¢ Concentrations (say of CO2) in the atmosphere represent the cumulative amount and
can be likened to the level of water in a bath tub. They are typically represented in
“parts per million” or “ppm.”

e Emissions refer to how much of a gas such as CO2 is emitted in a period of time such
as a year. Emissions can be likened to the water flowing into the bathtub. Emissions
are typically discussed in terms of “tons per year.”

Emissions refer to. a flow rate. Concentration refers to the cumulative level. In order to

stabilize the level CO2 in the atmosphere (i.e. the concentration) we have to be prepared

to greatly reduce the flow of CO2 (i.e. the emissions) into the atmosphere—just as to
stabilize the level of water in a bathtub, you have to be prepared to turn off the flow of

water-- unless there is a way to drain the tub. While a bathtub in working order has a

drain, in the case of CO2 there is no good way to take significant amounts of CO2 out of

the aﬁnosphere once it is there. While approximately half of anthropogenic co2
emissions are taken up by the oceans and vegetation, the other half is added to the
atmosphere. Moreover, the uptake by the ocean and vegetation sinks is expected to
decrease as the planet warms.'® As discussed below, the only way to stabilize CO2
concentrations ‘in the atmosphere is through drastic curtailment of emissions—a process

often referred to as decarbonization. '®

* For a reference on ocean and vegetation uptakes decreasing as the planet warms, see page 7 of the Summary
for Policymakers from the IPCC Fourth Assessment in Attachment 1. The size of this feedback mechanism is
one of the things that the scientists will be attempting to quantify in the coming years but it is already widely
accepted that the warming of the planet will increase the fraction of anthropogenic CO2 remaining in the
atmosphere. It is just the magnitude of the feedback that is uncentain.

'S Also as discussed further below, Colorado has the potential for over 300 Gigawatts of potential for electricity
from wind and solar resources. There is significant geothermal potential on top of that. Xcel’s system only
requires 8-9 GW. Clearly, we can decarbonize if we decide to.
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1IV. THE IPCC MAKES DIRE PREDICTIONS

Q:BESIDES THE WARMING BEING “UNEQUIVOCAL” WHAT PREDICTIONS
DOES THE IPCC FOURTH ASSESSMENT MAKE.

A: Examples of the predictions of the IPCC Fourth Assessment can be found in Table SPM 2

on page 11 of the Summary for Policymakers in Attachment 1. Here are a few of them:

Africa

-Between 75 and 250 million people projected to be exposed to increased water stress
by 2020 due to climate change. .

-In some countries, yields from rain-fed agriculture could be reduced up to 50% by
2020.

Europe
-Mountainous areas will face extensive species losses (in some areas up to 60% under

high emission scenarios by 2080).
-In Southern Europe, climate change is expected to worsen conditionsthigh
temperature and drought) in a region already vulnerable to climate variability.

North America .
-Warming in western mountains is projected to cause decreased snowpack, mor
winter flooding and reduced summer flows, exacerbating competition for over-allocated

water resources.
-Cities that currently experience heat waves are expected to be further challenged by
an increased number, intensity and duration of heat waves....

F. THE IPCC FOURTH AS.SESSMENT WAS PROBABLY CONSERVATIVE
Q: THERE IS A LOT OF TALK ABOUT THE IPCC FOURTH ASSESSMENT
BEING CONSERVATIVE. WHY IS THAT?
A: There are a number of reasons why the IPCC has probably been conservative. These
include:

¢ Itis a consensus process involving a couple of thousand scientists. It is amazing they

can agree on anything. ..
* For the Fourth Assessment they stopped considering peer reviewed literature in the

middle of 2006 which was mostly based no data from 2004 and 2005. Things have
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moved very quickly in the last two years and the feedback cycles seem to be kicking
in. This can be seen in Attachments 7-21.

» The Fourth Assessment didn’t take dynamic ice mglt or feedback cycles into strong
consideration. This will probably be addressed in the next IPCC report which is
typically 6years later (e.g. 201 3),' but things are moving very quickly. Scientists are
warning us that we must tum the corner very quickly and even then there is significant
warming already “dialed in,” and the feedback cycles {e.g release of methane from the

permafrost and CO2 from dying and burning forests) appear to be beginning.

G. THE PLANET AS WE KNOW IT IS AT RISK

The IPCC has made it clear that the consequences are very dire—and it appears that the IPCC
has been conservative. It is urgent that we decarbonize as quickly as possible.

I1. DESCRIPTION OF THE OTHER ATTACHMENTS

Q: THE REST OF THE ATTACHMENTS APPEAR TO BE .RATHER SELF
EXPLANATORY. COULD YOU PLEASE SUMMARIZE THEM BRIEFLY.

A: Yes, the rest of the attachments make a variety of points:

1) Increasing overburden in the Powder River Basin of Wyoming is likely to drivé up
coal costs substantially and Xcel no longer has long term coal contracts and their coal costs
are beginning to go up dramatically. Indeed, they are already paying more for coal than they
predicted the coal would cost until 2020. (See Figure 1.7-1 in the Resource Plan and compare
to Attachment 1-4.)

2) There are serious operating costs for Xcel’s coal plants—not considering CO2 or

mercury controls. If we are to dramatically reduce our CO2 emissions, we will need to “trade
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out our power plants.” It probably doesn’t make sense to put a lot of capital into these aging
plants if we are to soon retire them.
3) There are significant railroad constraints in the Western US and these are likely to
cause some serious coal supply issues. These can be very expensive as seen in attachment 53.
4) Concentrating Solar Power has significant economic and environmental benefits
and as can be seen from page 5 in Attachment 55, costs are expected to decline and capacity
factors well above the 35% assumed by Xcel are likely to be achievable over the next 10-15
years.
III. CONCLUSION-- THIS IS A RACE AGAINST TIME AND WE ARE ALL ON
THE SAME TEAM |
Q: PLEASE CONCLUDE:
A: Yes, the scientists have made it clear that the planet as we know it is at risk. This is a race
against time and we are all on the same team. As we transition to a post fossil fuel electric
supply (and electric transportation) we can achieve great environmental and economic
benefits, avoid future fossil fuel costs and clean up our air all simultaneously. If we start now

we can beat the rush for turbines and other parts.
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70% of the Coal in the PRB Not Surface Accessible
See Attachment 28

Warming Threatens Rocky Mountain Wildflowers
See Attachment 19

Coal Contracts Expired; Prices Rising Significantly
See Attachments 30-31
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Summary for Policymakers

Introduction

This Synthesis Report is based on the assessment carried
out by the three Working Groups of the Intergovernmental
Panel on Climate Change (IPCC). It provides an integrated
view of climate change as the final part of the IPCC’s Fourth
Assessment Report (AR4),

A complete elaboration of the Topics covered in this sum-
mary can be found in this Synthesis Report and in the under-
lying reports of the three Working Groups.

1. Observed changes in climate and
their effects

Warming of the climate system Is unequivocal, as is
now evident from observations of increases in global
average air and ocean temperatures, widespread melt-
ing of snow and ice and rising global average sea level
(Figure SPM.1). (1.7}

Eleven of the last twelve years (1995-2006) rank among
the twelve warmest years in the instrumental record of global
surface temperature (since 1850). The 100-year linear trend
(1906-2005) of 0.74 [0.56 to (0.92]°C"! is larger than the cor-
responding trend of 0.6 [0.4 to 0.8]°C (1901-2000) given in
the Third Assessment Report (TAR) (Figure SPM.1). The tem-
perature increase is widespread over the globe and is greater
at higher northern latitudes. Land regions have warmed faster
than the oceans (Figures SPM.2, SPM.4). /1.1, 1.2}

Rising sea level is consistent with warming (Figure
SPM.1). Global average sea level has risen since 1961 at an
average rate of £.8[1.3 to 2.3]) mm/yr and since 1993 at 3.1
[2.4 to 3.8] mm/yr, with contributions from thermal expan-
sion, melting glaciers and ice caps, and the polar ice sheets.
Whether the faster rate for 1993 to 2003 reflects decadal varia-
tion or an increase in the longer-term trend is unclear. (1.1}

~ Observed decreases in snow and ice extent are also con-
sistent with warming (Figure SPM.1). Satellite data since 1978
show that annual average Arctic sea ice extent has shrunk by
2.7 [2.1 w0 3.3]% per decade, with larger decreases in summer
of 7.4 [5.0 to 9.8]% per decade. Mountain glaciers and snow
cover on average have declined in both hemispheres. (1.1}

From 1900 to 2005, precipitation increased significantly
in eastern parts of North and South America, northemn Europe
and northern and central Asia but declined in the Sahel, the

Mediterranean, southern Africa and parts of southern Asi-a.
Globally, the area affected by drought has likely* increased
since the 1970s. 1.1}

Itis very likely that over the past 50 years: cold days, cold
nights and. frosts have become less frequent over most land

. areas, and hot days and hot nights have become more frequent.

It is likely that: heat waves have become more frequent over
most land areas, the frequency of heavy precipitation events
has increased over most areas, and since 1975 the incidence
of extreme high sea level® has increased worldwide. (1.1}

There is observational evidence of an increase in intense
tropical cyclone activity in the North Atlantic since about 1970,
with limited evidence of increases elsewhere. There is no clear
trend in the annual numbers of tropical cyclones. Itis difficult
to ascertain longer-term trends in cyclone activity, particularly
prior to 1970, /1.1}

Average Northern Hemisphere temperatures during the
second half of the 20" century were very likely higher than
during any other 50-year period in the last 500 years and likely
the highest in at least the past 1300 years. /1.1}

Observational evidence® from all continents and most
oceans shows that many natural systems are being
affected by regional climate changes, particularly tem-
perature increases. (1.2}

Changes in snow, ice and frozen ground have with high con-
fidence increased the number and size of glacial lakes, increased
ground instability in mountain and other permafrost regions and
led to changes in some Arctic and Antarctic ecosystems. (1.2}

There is high confidence that some hydrological systems
have also been affected through increased runoff and earlier
spring peak discharge in many glacier- and snow-fed rivers
and through effects on thermal structure and water quality of
warming rivers and lakes. /1.2/

In terrestrial ecosystems, earlier timing of spring events
and poleward and upward shifts in plant and animal ranges
are with very high confidence linked to recent warming. In
some marine and freshwater systems, shifts in ranges and
changes in algal, plankton and fish abundance are with high
confidence associated with rising water temperatures, as well
as related changes in ice cover, salinity, oxygen levels and
circulation. 1.2} .

Of the more than 29,000 observational data series, from
75 studies, that show significant change in many physical and
biological systems, more than 89% are consistent with the
direction of change expected as a response to warming {Fig-

' Numbers in square brackets indicate a 90% uncertainty interval around a best estimate, i.e. thare is an estimated 5% likelihood that the value
could be above the range given in square brackets and 5% likelihood that the value coutd be below that range. Uncertainty intervals are not

necessarlly symmetric around the corresponding best estimate.

2 Words in italics represent calibrated expressions of uncertainty and confidence. Relevant terms are explained in the Box Treatment of uncer-

tainty’ in the Introduction of this Synthesis Report.

1 Excluding tsunamis, which are not dus to climate change. Extreme high sea level depends on average sea level and on regional weather
systems. It is defined here as the highest 1% of hourly values of observed sea level at a station for a given reference period.

* Based largely on data sets that cover the period since 1970.
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Changes In temperature, sea level and Northern Hemisphere snow cover
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Figure SPM.1. Observed changes in (a} global average surface temperature; (b) global average sea level from tide gauge (blue} and satellite
(red) data and (c) Northern Hemisphere snow cover for March-April. Al diffarences are relative to corresponding averages for the period 1961-
1990. Smoothed curves represant decadal averaged values while circles show yearly values. The shaded areas are the uncertainty infervals
estimated from a comprehensive analysis of known uncertainties (a and b) and from the time saries (c). {Figura 1.1}

ure SPM.2). However, there is a notable lack of geographic
balance in data and literature on observed changes, with

" marked scarcity in developing countries. (1.2, 1.3}

There is medium confidence that other effects of re-

gional climate change on natural and human environ-
ments are emerging, although many are difficult to dis-
cern due to adaptation and non-climatic drivers. {1.2}

They include effects of temperature increases on: {1.2)

e agricultural and forestry management at Northern Hemi-
sphere higher latitudes, such as earlier spring planting of

crops, and alterations in disturbance regimes of forests
due to fires and pests

- some aspects of human health, such as heat-related mor-

tality in Europe, changes in infectious disease vectors in
some areas, and allergenic pollen in Northern Hemisphere
high and mid-latitudes

some human activities in the Arctic (e.g. hunting and travel
over snow and ice) and in lower-elevation alpine areas
(such as mountain sports).
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Changes in physical and biological systems and surface temperature 1970-2004
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*** Circles in Europe represent 1 to 7,500 data series.

Figure SPM.2. Locations of significant changes in data series of physical systems (snow, ice and frozen ground; hydrology; and coastal pro-
cesses) and biclogical systems (terrestrial, marine and freshwater biological systems), are shown together with surface air temperature changes
over the pariod 1970-2004. A subset of about 29,000 data series was selected from about 80,000 data serias from 577 sludies. These met the
following criteria: (1) ending in 1890 or later; {2) spanning a period of at least 20 years; and (3} showing a significant change in either direction,
as assessed in individual studies. These data series are from about 75 studies (of which about 70 are new since the TAR) and contain about
26,000 data series, of which about 28,000 are from European studies. White areas do not contain sufficient observational climate data to
estimate a temperature trend. The 2 x 2 boxes show the total number of data series with significant changes (top row} and the percentage of
those consistent with warming (bottom row) for (i} continental reglons: North America (NAM), Latin America (LA), Europe (EUR), Africa (AFR),
Asla (AS), Australia and New Zealand (ANZ), and Polar Reglons (PR) and (li) global-scale: Terrestrial (TER), Marine and Freshwater (MFW), and
Global {GLO). Tha numbers of studies from the seven regional boxes (NAM, EUR, AFRA, AS, ANZ, PR) do not add up to the global (GLO) totals
because numbers from regions except Polar do nol include the numbers related to Marine and Freshwater (MFW) systems. Locations of large-
area marine changes are not shown on tha map. {Figure 1.2}
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2. Causes of change

Changes in atmospheric concentrations of greenhouse
gases (GHGs) and aerosols, land cover and solar radiation al-
ter the energy balance of the climate system. (2.2}

Global GHG emissions due to human aétlvities have
grown since pre-industrial times, with an increase of
70% between 1970 and 2004 (Figure SPM.3).* (2.1

Carbon dioxide (CO,) is the most important anthropogenic
GHG. Its annual emissions grew by about 80% between 1970
and 2004. The long-term trend of declining CO, emissions
per unit of energy supplied reversed after 2000. /2.7}

Global atmospheric concentrations of CO,, methane
(CH,) and nitrous oxide (N,O) have increased markedly
as a result of human actlvities since 1750 and now far
exceed pre-industrial values determined from ice cores
spanning many thousands of years. (2.2}

Atmospheric concentrations of CO, (379ppm) and CH,
(1774ppb) in 2005 exceed by far the natural range over the
last 650,000 years. Global increases in CO, concentrations

are due primarily to fossil fuel use, with land-use change pro-
viding another significant but smaller contribution. It is very
likely that the observed increase in CH, concentration is pre-
dominantly due to agriculture and fossil fuel use. CH, growth
rates have declined since the early 1990s, consistent with to-
tal emissions (sum of anthropogenic and natural sources) be-
ing nearty constant during this period. The increase in-N,O
concentration is primarily due to agriculture. (2.2}

There is very high confidence that the net effect of human
activities since 1750 has been one of warming.® /2.2}

Most of the observed increase in global average tempera-
tures since the mid-20™ century is very likely due to the
observed increase in anthropogenic GHG concentra-
tions.” it is likely that there has been significant anthro-
pogenic warming over the past 50 years averaged over
each continent {except Antarctica) (Figure SPM.4). (2.9}

During the past 50 years, the sum of solar and volcanic
forcings would likely have produced cooling. Observed pat-
terns of warming and their changes are simulated only by
models that include anthropogenic forcings. Difficulties re-
main in simulating and attributing observed temperature
changes at smaller than continental scales. 2.4/

Global anthropogenic GHG emissions
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Figure SPM.3. (a) Global annual emissions of anthropogenic GHGs from 1870 to 2004.% (b) Share of different anthropogenic GHGs in total
emissions in 2004 in terms of carbon dioxide equivalents (CO-eq). (c) Share of different sectors in total anthropogenic GHG emissions in 2004
in terms of CO,-eq. (Forestry includes deforestation.) {Figure 2. 1}

% Includes only carbon dioxide (CQO,), methane (CH,}, nitrous oxida (N,O), hydroflucrocarbons (HFCs), perfluorocarbons (PFCs) and
sulphurhexalluoride {SF,), whose emissions are covered by the Unlted Nations Framework Convention on Climate Change (UNFCCC). These
GHGs are weighted by their 100-year Global Warming Potentials, using values consistent with reporting under the UNFCCC.

% Increases in GHGs tend to warm the surface while the net eftect of increases in aerosols tends to cool it. The net effect due to human activities
since the pre-industrial era is cne of warming {+1.6 [+0.6 to +2.4] W/m?). In comparison, changes in solar irradiance are estimated to have
caused a small warming effect (+0.12 [+0.06 to +0.30] W/m?).

7 Consideration of remaining uncertainty is based on current msthodologies.
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Global and continenta! temperature change
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Figure SPM.4. Comparison of observed continental- and global-scale changes in surface lemperature with results simulated by climate models
using either natural or both natural and anthropogenic forcings. Decadal averages of observations are shown for the period 1906-2005 {black
fine) plotted against the centre of the decade and relative to the corresponding average for the period 1801-1950. Lines are dashed where spatial
coverage is less than 50%. Blue shaded bands show the 5 to 95% range for 19 simulations from five climate models using only the natural
forcings due ta solar activity and volcanoes. Red shaded bands show the 5 to 95% range for 58 simulations from 14 climate models using both

natural and anthropogenic forcings. (Figure 2.5}

Advances since the TAR show that discernible human
influences extend beyond average temperature to other
aspects of climate. {2.4}

Human influences have: (2.4}

® very likely contributed to sea level rise during the latter
half of the 20% century

® likely contributed to changes in wind patterns, affecting
extra-tropical storm tracks and temperature patterns

® likely increased temperatures of extreme hot nights, cold
nights and cold days

e more likely than not increased risk of heat waves, area
affected by drought since the 1970s and frequency of heavy
precipitation events.

Anthropogenic warming over the last three decades has likely
had a discernible influence at the global scale on observed
changes in many physical and biological systems. {24}

" Spatial agreement between regions of significant warm-
ing across the globe and locations of significant observed
changes in many systems consistent with warming is very
unlikely to be due solely to natural variability. Several model-
ling studies have linked some specific responses in physical
and biological systems to anthropogenic warming. (2.4}

More complete attribution of observed natural sysiem re-
sponses to anthropogenic warming is currently prevented by
the short time scales of many impact studies, greater natural
climate variability at regional scales, contributions of non-
climate factors and limited spatial coverage of studies. /2.4
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3. Projected climate change
and its impacts

There is high agreement and much evidence that with
current climate change mitigation policies and related sus-
tainable development practices, global GHG emissions
will continue to grow over the next few decades. {3.1}

The IPCC Speciat Report on Emissions Scenarios (SRES,
2000) projects an increase of global GHG emissions by 25 to
90% (CO,-eq) between 2000 and 2030 (Figure SPM.5), with
fossil fuels maintaining their dominant position in the global en-
ergy mix to 2030 and beyond. More recent scenarios without
additional emissions mitigation are comparable in range.?® (3.1}

Continued GHG emlssions at or above current rates
would cause further warming and induce many changes
in the global climate system during the 21* century that
would very likely be larger than those observed during
the 20* century (Table SPM.1, Figure SPM.5). {3.2.1}

For the next two decades a warming of about 0.2°C per de-
cade is projected for a range of SRES emissions scenarios. Even
if the concentrations of all GHGs and aerosols had been kept
constant at year 2000 levels, a further warming of about 0.1°C
per decade would be expected. Afierwards, temperature projec-
tions increasingly depend on specific emissions scenarios. {3.2/

The range of projections (Table SPM.1) is broadly con-
sistent with the TAR, but uncertainties and upper ranges for
temperature are larger mainly because the broader range of
available models suggests stronger climate-carbon cycle feed-
backs. Warming reduces terrestrial and ocean uptake of atmo-
spheric CO,, increasing the fraction of anthropogenic emis-
sions remaining in the atmosphere. The strength of this feed-
back effect varies markedly among models. (2.3, 3.2.1}

Because understanding of some important effects driving
sea level rise is too limited, this report does not assess the
likelihood, nor provide a best estimate or an upper bound for
sea level rise. Table SPM.1 shows model-based projections

Scenarlos for GHG emissions from 2000 to 2100 (in the absence of additional climate policies)
and projections of surface temperatures
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Figure SPM.5. Left Panel: Global GHG emissions (in GtCO,-0q) in the absence of climate policles: six illustrative SRES marker scenarios

(coloured tines) and the 80" percentlle range of recent scenarfos published since SAES (post

-SRES) (gray shaded area). Dashed lines show the

full range of post-SRES scenarlos. The smissions Include €O, CH,, N,O and F-gases. Right Panel: Solid fines are multi-mode! global averages
of surface warming for scerarios A2, A1B and 81, shown as continuations of the 20"-century simulations. These projections also take into
account emissions of short-livad GHGs and aerosols. Tha pink line is not a scenario, but is for Atmosphere-QOcean General Circulation Mode!
{AOGCM) simulalions where atmospheric concentrations are held constant at year 2000 values. The bars’at the right of the figure indicate the
best estimate (solid line within each bar) and the likely range assessed for the six SRES marker scenarios at 2090-2099. All temperatures are
relative to the perlod 1980-1999. (Figures 3.1 and 3.2}

* For an explanation of SRES emissions scenarios, see Box ‘SRES scenarios’ in Topic 3 of this Synthesis Report. These scenarios do not include
additional climate policies above current ones; more recent studies differ with respect to UNFCCC and Kyoto Protocol inclusion.

* Emission pathways of mitigation scenarios are discussed in Section 5.
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Table SPM.1. Frojected global average surface warming and sea level rise at the end of the 21% century. {Tablg 3.1}

Temperature change

(°C at 2090-2099 relative to 1980-1999) ¢

Best estimate

Sea level rise
(m at 2080-2099 relative to 1980-1989)

Model-based range

excluding future rapid dynamical changes in ice flow

Constant ysar 2000 i j l
- concentrations® i 0.6 1 03-09 - ) Not available

B1 scenario {| 1.8 111-29 - 0.18 - 0.38
A1T scenario 2.4 \ 14-38 0.20 - 0.45
B2 _scenario 2.4 | 1.4-38 0.20 - 0.43
A1B scenario 2.8 f1.7—44 | 0.21-0.48
A2 scenario | 3.4 it 20-54 0.23 - 0.51
A1F| scenario ) i 4.0 I 24-64 ! 0.26 — 0.59
Notes:

a) Temperatures are assessed best estimates and fikely uncertainty ranges from a hierarchy of models of varying complexity as well as

observational constraints.

b) Year 2000 constant composition is derived from Atmosphere-Ocean General Circulation Medels (AOGCMs) only.

¢} Al scenarios above are six SRES marker scenarios. Approximate CO,-eq concentrations corresponding to the computed radiative
forcing due to anthropogenic GHGs and asrasols in 2100 (see p. B23 of the Working Group | TAR) for the SRES B1, AIT, B2, A1B, A2
and A1F| illustrative marker scenarios are about 600, 700, 800, 850, 1250 and 1550ppm, respectively.

d) Temperature changes are expressed as the difference from the period 1980-1939. To express the change relative 10 the period 1850-

1899 add 0.5°C.

of global average sea level rise for 2090-2099.'° The projec-
tions do not include uncertainties in climate-carbon cycle feed-
backs nor the full effects of changes in ice sheet flow, there-
fore the upper values of the ranges are not to be considered
upper bounds for sea level rise. They include a contribution
from increased Greenland and Antarctic ice flow at the rates
observed for 1993-2003, but this could increase or decrease
in the future." (3.2.7)

There is now higher confidence than in the TAR in pro-
Jected patterns of warming and other regional-scale
features, including changes in wind patterns, precipi-
tation and some aspects of extremes and seaice. (3.2.2}

Regional-scale changes include: /7.2.2/

& warming greatest over land and at most high northern lati-
tudes and least over Southern Ocean and parts of the North
Atlantic Ocean, continuing recent observed trends (Fig-
ure SPM.6) ’

® contraction of snow cover area, increases in thaw depth
over most permafrost regions and decrease in sea ice ex-
tent; in some projections using SRES scenarios, Arctic
late-summer sea ice disappears almost entirely by the lat-
ter part of the 21® century

® very likely increase in frequency of hot extremes, heat
waves and heavy precipitation

e likely increase in tropical cyclone intensity; less confidence
in global decrease of tropical cyclane numbers

® poleward shift of extra-tropical storm tracks with conse-
quent changes in wind, precipitation and temperature pat-
terns

® very likely precipitation increases in high latitudes and’
likely decreases in most subtropical land regions, continu-
ing observed recent trends.

There is high confidence that by mid-century, annual river
runoff and water availability are projected to increase at high
latitudes (and in some tropical wet areas) and decrease in some
dry regions in the mid-latitudes and tropics. There is also high
confidence that many semi-arid areas (e.g. Mediterranean
Basin, western United States, southern Africa and
north-eastern Brazil} will suffer a decrease in water resources
due to climate change. {3.3.1, Figure 3.5}

Studies since the TAR have enabled more systematic
understanding of the timing and magnitude of impacts
related to differing amounts and rates of climate
change. {3.3.1, 3.3.2}

Figure SPM.7 presents examples of this new information
for systems and sectors. The top panel shows impacts increas-
ing with increasing temperature change. Their estimated mag-
nitude and timing is also affected by development pathway
(lower panel). {3.3.1}

Examples.of some projected impacts for different regions
are given in Table SPM.2.

1 TAR projections were made for 2100, whereas the projections for this report are for 2090-2099. The TAR would have had similar ranges to

those in Table SPM.1 if it had treated uncertainties in the same way.
" For discussion of the longer term, see material below.
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Geographical pattern of surface warming
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Figure SPM.B. Projected surface temperature changes for the lata 21 cenfury (2090-2098). The map shows the multl-AOGCM average projec-
tion for the A18 SRES scenario, Temperatures are relative to the period 1980-1999. {Figure 3.2}

Some systems, sectors and regions are likely to be espe-
cially affected by climate change.'* 3.3.3)

Systems and sectors: £3.3.3/

® particular ecosystems:

- terrestrial: tundra, boreal forest and mountain regions
because of sensitivity to warming; mediterranean-type
ecosystems because of reduction in rainfall; and tropi-
cal rainforests where precipitation declines

- coastal: mangroves and salt marshes, due to multiple
stresses

- marine: coral reefs due to multiple stresses; the sea ice
biome because of sensitivity to warming

® water resources in some dry regions at mid-latitudes' and
in the dry tropics, due to changes in rainfall and evapo-
transpiration, and in areas dependent on snow and ice melt
® agriculture in low latitudes, due to reduced water avail-

ability .

e low-lying coastal systems, due 1o threat of sea level rise
and increased risk from extreme weather events
¢ human health in populations with low adaptive capacity.

Regions: {3.3.3/
e the Arctic, because of the impacts of high rates of projected
warming on natural systems and human communities

® Africa, because of low adaptive capacity and projected
climate change impacts

e smuall islands, where there is high exposure of population
and infrastructure to projected climate change impacts

® Asian and African megadelias, due to large populations
and high exposure to sea level rise, storm surges and river
flooding.

Within other areas, even those with high incomes, some
people (such as the poor, young children and the elderly) can
be particularly at risk, and also some areas and some activi-
ties. {3.3.3}

Ocean acidification

The uptake of anthropogenic carbon since 1750 has led to
the ocean becoming more acidic with an average decrease in
pH of 0.1 units, Increasing atmospheric CO, concentrations
lead to further acidification. Projections based on SRES sce-
narios give a reduction in average global surface ocean pH of
between 0,14 and 0.35 units over the 21* century. While the ef-
fects of observed ocean acidification on the marine biosphere are
as yet undocumented, the progressive acidification of oceans is
expected to have negative impacts on marine shell-forming or-
ganisms (e.g. corals) and their dependent species. {3.3.4}

12 [dentilied on the basis of expert judgement of the assessed literature and considering the magnitude, timing and projected rate of climate

change, sensitivity and adaptive capacity.
¥ Including arid and semi-arid regions.
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Examples of impacts associated with global average temperature change
(Impacts will vary by extent of adaptation, rate of temperature change and socio-economic pathway)

Global average annual temperature change relative to 1980-1999 (°C)
1 2 3 4 5°C

WATER

tncreased water availability in n
Decreasing water availability and inciéas
: - fats

i : .
Hundreds of millions of p_e_opl_e exposed.ta:

ECOSYSTEMS

Up 10 30% of species at - : Sigriificant! extinctions wgee-]
increasing risk of extinction - : .. aroundtheglobe - -

Increased coral bleaching === Most corals bleaci?ed e Widespread coral mortality mm == = :— -—

Terrestrial biosphere tends toward a net carbon source as:
~15%  ~40% of ecosystems affected I

W R S
Ecosystem changes due to weakening of the meridional . g
overturning circulation - i :

Increasing species range shifts and wildfire risk

FOOD

Complex, localised negative impacts on small holders, subsistence farmers and fishers == m= o = - - i

Tendencies for cereal productivity _________ Productivity of all cereals mm w= g}
1o decrease in low latitudes decreases in low latitudes

Tendencies for some cefeatpr_oductivity__ Cereal productlvity to
to increase at mid- to high latitudes decrease in some regions

COASTS

Increased damage from floods and SioTms e em em e == - - 0 - —— = = an =
‘ About 30% of - o

global coastal mm me em == - = om =g

wetlands lost¥

Millions more people could experience o e ew == o= == - -
coastal flooding each year- T - s

HEALTH

Increasing burden from malnutrition, diarrhoealicardio espiratorylandiinfectioysidiseasesy:
from heqit w 3¢ ( i S ey ey

: T
Changed distributio? of some d_rseas.e,vectlcr)rs |
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0

1 2 3 4 5°C

+ Significant is defined here as more than 40%. % Based on average rate of sea level rise of 4.2mm/year from 2000 to 2080.

Warming by 2090-2099 relative to 1980-1399 for non-mitigation scenarios
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Figure SPM.7. Examples of Impacts associated with projected global average surface warming. Upper panel: Nustrative examples of global
impacts projected for climats changes (and sea level and almospheric CQ, where relovant) associated with differant amounts of increase in
global average surface tempersture in the 21% century. The black lines link impacts; broken-line arrows indicate impacts continuing with increas-
ing temperature. Entries ara placed so that the left-hand side of text indicates the approximate level of warming that is associated with the onset
of a given impact. Quantitativa entries for water scarcity and fiooding represent the additional impacts of climate changa relative to the conditions
projactad across the range of SRES scenarios A1FI, A2, B1 and B2. Adaptation to climate change is not included in thase estimations. Confi-
dence levels for all stataments are high. Lower panel: Dots and bars indicate the best astimate and likely ranges of warming assessed for the
six SRES marker scenarios for 2090-2099 relative to 1980-1999. {Figure 3.6}
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Table SPM.2. Examples of some projected regional impacts. (3.3.2}

Africa e By 2020, between 75 and 250 mittion of people are projected to be expesed to ingreased water stress dus to
climate changs.

« By 2020, in soms countries, yields from rain-fed agriculture could be reduced by up to 50%. Agricultural
production, including access to food, in many African countries is projected to be severely compromised. This
would-further adversely atfect food security and exacerbate malnutrition. -

» Towards the end of the 21* century, projected sea level rise will atfect low-lying coastal areas with large
populations. The cost of adaptation could amount to at least 5 to 10% of Gross Domestic Product (GDP).

« By 2080, an increase of 5 to 8% of arid and semi-arid land in Africa is projected under a range of climate
scenanos (T S)

¢ By the 2050s, freshwater availability in Central, South. East and South-East Asia, parllcularly in large river
hasins, is projected to decrease.

» Coastal areas, especially heavily populated megadelta regions in South, East and South-East Asia, will be at
greatest risk due to increased flooding from the sea and, in some megadeltas, flooding from the rivers.

o Climate change is projected to compound the pressures on natural resources and the environment
associated with rapid urbanisation, industrialisation and economic development.

+ Endemic morbidity and mortality due to diarrhoeal disease primarily associated with floods and droughts
are expected to rise in East, South and Soum-East Asia due to prmected changes in the hydrologlcal cycle

[AEIEIEL I ¢ By 2020, significant loss of biodiversity is projected to occur in some eco!cgrcal]y rich sites, including the

New Zealand Great Barrier Reef and Queensland Wet Tropics.

e By 2030, water security problems are projected 1o intensify in southern and eastern Australia and, in
New Zealand, in Northland and some eastern regions.

« By 2030, production from agriculture and forestry is projected to decline over much of southern and
eastern Australia, and over parts of eastern New Zealand, due to increased drought and fire. However, in
New Zealand, initial benefits are projected in some othar regions.

« By 2050, ongoing coastal development and population growth in some areas of Australia and New Zealand
are projected to exacerbate risks !rom sea level rise and increases in the severity and traquency of storms
and coastal floodmg

ErH B

§ » Climate change is expected (o] magnrfy regional differences in Europes natural resources and assets.
Negative impacts will include increased risk of inland flash floods and moere frequent coastal flooding and
increased erosion (due to storminess and sea level rise).

s Mountainous areas will face glacier retreat, reduced snow cover and winter tourism, and extensive species
losses (in some areas up to 60% under high emissions scenarios by 2080).

« In southern Europe, climate change is projected to worsen conditions (high termperatures and drought) in
a region already vulnerable to climate variability, and to reduce water availability, hydropower potential,
summer tourism and, in general, crop productivity.

. Climate change is also projected to increase the health risks due to heat waves and the frequency of wildfires.

Latin America [ERE RslleF century, increases in temperature and associated decreases in soil waler are projected to lead to
gradual replacement of tropical forest by savanna in eastern Amazonia. Semi-arid vagetation wil tend to
be replaced by arid-land vegetation. '

e Thers is a risk of significant biodiversity loss through species extinction in many areas of tropical Latin America.

« Productivity of some important crops is projected to decrease and livestock productivity to decline, with
adverse consequences for food security. In temperate zones, soybean yields are projected to increase.
Overall, the number.of people at risk of hunger is projected to increase (TS; medium confidence).

« Changes in precipitation patterns and the disappearance of glaciers are projected to significantly affect
water availability for hurnan consumptron agriculture and energy generanon

WL IEOILTIE I ¢ Warming in western mountains is projected lo cause decreased snowpack, more winter flooding and
reduced summer flows, exacerbating competition for over-atlocated waler resources.

s In the early decades of the century, moderate climate change is projected to increase aggregate yields of
rain-fed agriculture by 5 to 20%, but with important variability among regions. Major challenges are
projected for craps that are near the warm end of their suitable range or which depend on highly utilised
water resources.

» Cities that currently experience heat waves are expecled to be further challenged by an increased
number, intensity and duration of heat waves during the course of the century, with potential for adverse
heaith impacts.

e Coastal communities and habitats will be increasingly stressed by climate change impacts interacting
with development and pollution.

continued...

1"
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Table SPM.2. continued...

Polar Regions

conditions, are projected to be mixed.

' species invasions are lowered.

e The main projected biophysical effects are reductions in thicknass and extent of glaciers, ice sheets
and sea ice, and changes in natural ecosystems with detrimental effects on many organisms including
migratory birds, mammals and higher predators.

e For human communities in the Arctic, impacts, particularly those resulting from changing snow and ice

e Detrimental impacts would include those on infrastructure and traditional indigenous ways of life.
+ In both polar regions, specific ecosystems and habitats are projected to be vulnerable, as climatic barriers to

EIDELNEELGEN « Sea lavel rise is expected to exacerbate inundation, storm surge, erosion and other coastal hazards, thus
threatening vital infrastructure, settlements and facilities that support the livelihood of island communities,
e Deterioration in coastal conditions, for example through erosion of beaches and coral bleachmg, is expected

to affect local resources.

periods,

mid- and high-latitude islands.

= By mid-century, climate change is expected to reduce water resources in many small Jslands a.g.in
the Caribbean and Pacific, to the point where they become insufficient to meet demand during low-rainfall

e With higher temperatures, increased invasion by non-native species is expected to occur, particularly on

Note:

Unless stated explicitly, all entries are from Working Group |l SPM text, and are either very high confidence or high confidence state-
ments, reflacting diffarent sectors (agriculture, ecosystems, water, coasts, health, industry and settiements). The Working Group [l SPM
refers to the source of the statements, timelines and temperatures. The magnitude and timing of impacts that will ultimately be realised
will vary with the amount and rate of climate change, emissicns scenarios, development pathways and adaptation.

Altered frequencies and intensities of extreme weather,
together with sea level rise, are expected to have mostly
adverse effects on natural and human systems. /3.3.5}

Examples for selected extremes and sectors are shown in
Table SPM.3.

Anthropogenic warming and sea level! rise would con-
tinue for centuries due to the time scales associated
with climate processes and feedbacks, even if GHG
concentrations were to be stabilised. (3.2.3}

Estimated long-term (multi-century) warming correspond-

ing to the six AR4 Working Group Il stabilisation categories

is shown in Figure SPM.8.

Contraction of the Greenland ice sheet is projected to con-
tinue to contribute to sea level rise after 2100. Current models
suggest virtually complete elimination of the Greenland ice
sheet and a resulting contribution to sea level rise of about 7m
if global average warming were sustained for millennia in
excess of 1.9 to 4.6°C relative to pre-industrial vatues. The
corresponding future temperatures in Greenland are compa-

~ rable to those inferred for the last interglacial period 125,000

years ago, when palaeoclimatic information suggests reductions
of polar land ice extent and 4 to 6m of sea level rise. /3.2.3}

Current global model studies project that the Antarctic ice
sheet will remain too cold for widespread surface melting and
gain mass due to increased snowfall. However, net loss of ice
mass could occur if dynamical ice discharge dominates the
ice sheet mass balance. {3.2.3}

Estimated multi-century warming relative to 1980-1999 for AR4 stabllisation categories

8.6 °C

; : Vi

‘6.8°C.

L A J

6 °C

Global average temperature change relative to 1980-1989 (°C)

Figure SPM.8. Estimated long-term (multi-century) warming corresponding to the six AR4 Working Group Ili stabilisation categories (Table
SPM.6). The temperature scale has been shifted by -0.5°C compared lo Table SPM.6 to account approximately for the warming between pre-
industrial and 1980-1899. For most stabilisation levels global average temperature is approaching the equilibrium level over a few centuries. For
GHG emissions scenarios that lead to stabilisation at levels comparable to SRES B1 and A1B by 2100 (600 and 850ppr CO,-eq; category 1V
and V), assessed models project that about 65 to 70% of the estimatad global equilibrium temperalure increase, assuming a climats sensitivity
of 3°C, would be realised at the time of stabilisation. For the much lower stabilisation scenarios (category ! and ll, Figure SPM.11), the equilib-

rium temperature may be reached earlier. {Figura 3.4}
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Table SPM.3. Examples of possible impacis of climate change due to changes in extreme weather and climate events, based on
projections to the mid- to late 21% century. These do not take into account any changes or developments in adaptive capacity. The
likelihood estimates in column two relate to the phenomena listed in column one. {Table 3.2}

Phenomencn® and Likelihood of | Examples of major projected impacis by sector

direction of trend future trends
based on Agriculture, forestry | Water resources Human health Industry, setilement
projections and ecosystems : and society

for 21 century
using SRES
scenarios

(Gverdmostlland] eased yio _

araasywarmerfandifcertaink ,coider environments; _: resources_relying o mortahty from .
Srewercold! : I'decreased yieids in <7 snowmelt: effects 'on” ' decreased cold”
¥and]nights? ] . warmer environments; some_water supplies: exXposure . ‘In cities; rodiced disruption to
Jand]mora}irequent increased insect’ . R i .o OET T . transport due to 'snow, ice;

ghot{dayslandtnights i o loutbreak5" o " effects on winter tourism

EWarm]spells/heat ] [ B Reduced y:elds in i Increased water Increased risk of "Reduction In quallty of life for
fwavesYErequency ) El warmer regions - . ' demand; water - : ' heat-related - - people In warm argas without
g / . due to heat stress; ' gquality problems, "' mortality, especially appropriate housing; impacts
MR increased danger of ‘' e.g. algal blooms for the elderly, ° -~ on the elderly, very young and
. Ry wildiiro. ' PR = chronically sick, . poor ™ e
s . - vary young and f
socially isolated

i

‘ i . Damage to crops; " Adverse effects on
g .

Increased risk of | Disruption of settiements,

s Frequency RN | soil erosion, inability | quality of surface -~ deaths, injuries and ' commerce, ransport and.
gincreases G@? most o BN to cultivate land due | and groundwater; " infectious, respiratory societies due to flooding:
A S BT S {0 waterloggmg of - contamination of - and skin diseases : pressures on urban and rural
; 50115 ] t water supply; water ,, infrastructures; loss of property
s ’ l;sc':arcity may be o R )
- ‘ . i drelieved . - - o S T I P T ot
: L ' B . E
farealattectod]by i 2y B I Land degradauon ’Mo;e wadespread - Increased risk of  Water shortage for settlements,
mmm R } lower yields/crop . water stress .. - food and water | industry and societies;

| damage and failure; - shortage; increased’ reduced _hydropower generation
i increased livestock ¢ f el -+ rigk of malnutrition; potennals -potential for
;deaths increased 3 : ¢ . increased risk of population migration

§; risk of wildfire > 1 oo 7 water-'and foed- " v SoE U
IR T : borne duseases .

Nt jtropical R 1Y : ! Damage to crops, Power outages & lncreased risk of . Disruption by flood and high -
tivity = : ; wmdthrow (uprootlng) causlng disruption  deaths, injuries, winds; withdrawal of risk
Aincreases

of trees; damage to  of public water supply * water- and food- covarage in vulnerable areas
coral reefs T borne diseases; .by private insurers; potential

) post-traumatic for populanon mlgranons Ioss
" o ' stress disorders - of property i
Salinisation of © = Decreased fresh- " Increased risk of N " Costs of coastal protection
}| irrigation water, . . water availability due . deaths and injuries .. versus costs of land-use
estuaries and fresh- . to saltwater intrusion - by drowning in floods; relocation; potential for
| water systams R ’ “ migration-related - - ‘movement of populations and
- : heailth effects _infrastructure; also see tropical

! - cyclones above

Notes:

a) Sea Working Group | Table 3.7 for further detalis regarding definitions.

b) Warming of the most extreme days and nights each year,

c) Extreme high sea leve! depends on average sea level and on regional weather systems. It is defined as the highest 1% of hourly values
of cbserved sea level at a station for a given reference period.

d} in all scenarlos, the projected global average sea leval at 2100 is higher than in the reference period. The effect of changes in regional
weather systems on sea level extremss has not been assessed.

Anthropegenic warming could lead to some impacts millennial time scales, but more rapid sea level rise on cen-
that are abrupt or irreversible, depending upon the rate tury time scales cannot be excluded. {3.4/

and magnitude of the climate change. (3.9} Climate change is likely to lead to some irreversible im-
pacts. There is medium confidence thai approximately 20 to
30% of species assessed so far are Jikely to be at increased
risk of extinction if increases in global average warming ex-
ceed 1.5 1o 2.5°C (relative to 1980-1999). As global average

Partial ioss of ice sheets on polar land could imply metres
of sea level rise, major changes in coastlines and inundation
of low-lying areas, with greatest effects in river deltas and
low-lying islands. Such changes are projected to occur over
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temperature increase exceeds about 3.5°C, model projections
suggest significant extinctions (40 to 70% of species assessed)
around the globe. (3.4}

Based on current model simulations, the meridional over-
turning circulation (MOC) of the Atlantic Ocean will very likely
slow down during the 217 century; nevertheless temperatures
over the Atlantic and Europe are projected to increase. The
MOC is very unlikely to undergo a large abrupt transition dur-
ing the 21* century. Longer-term MOC changes cannot be as-
sessed with confidence. Impacts of large-scale and persistent
changes in the MOC are likely to include changes in marine
ecosystem productivity, fisheries, ocean CO, uptake, oceanic
oxygen concentrations and terrestrial vegetation. Changes in
terrestrial and ocean CO, uptake may feed back on the cli-
mate system. (3.4

4. Adaptation and mitigation options'

A wide array of adaptation options is available, but more
extensive adaptation than Is currently occurring is re-
quired to reduce vulnerability to climate change. There
are barriers, limits and costs, which are not fully un-
derstood. {4.2)

Societies have a long record of managing the impacts of
weather- and climate-related events. Nevertheless, additional
adaptation measures will be required to reduce the adverse
impacts of projected climate change and variability, regard-
less of the scale of mitigation undertaken over the next two to
three decades. Moréover, vulnerability to climate change can
be exacerbated by other stresses. These arise from, for ex-
ample, current climate hazards, poverty and unequal access to
resources, food insecurity, trends in economic globalisation,
conflict and incidence of diseases such as HIV/AIDS. 4.2/

Some planned adaptation to climate change is already
occurring on a limited basis. Adaptation can reduce vulner-

ability, especially when it is embedded within broader sectoral
initiatives (Table SPM.4). There is high confidence that there
are viable adaptation options that can be implemented in some
sectors at low cost, andfor with high benefit-cost ratios. How-
ever, comprehensive estimates of global costs and benefits of
adaptation are limited. (4.2, Table 4.1}

Adaptive capacity Is intimatelf connected to social and
economic development but is unevenly distributed
across and within societies. {4.2)

A range of barriers limits both the implementation and
effectiveness of adaptation measures. The capacity to adapt is
dynamic and is influenced by a society’s productive base, in-
cluding natural and man-made capital assets, social networks
and entitlements, human capital and institutions, governance,
national income, health and technology. Even societies with
high adaptive capacity remain vulnerable to climate change,
variability and extremes. {4.2/

Both bottom-up and top-down studies indicate that
there is high agreement and much evidence of sub-
stantlal economic potential for the mitigation of global
GHG emissions over the coming decades that could
offset the projected growth of global emissions or re-
duce emisslons below current levels (Figures SPM.9,
SPM.10)." While top-down and bottom-up studies are
in line at the global level (Figure SPM.9) there are con-
siderable differences at the sectoral level. (4.3}

No single technology can provide all of the mitigation
potential in any sector. The economic mitigation potential,
which is generally greater than the market mitigation poten-
tial, can only be achieved when adequate policies are in place
and barriers removed (Table SPM.5). (4.3}

Bottom-up studies suggest that mitigation opportunities
with net negative costs have the potential to reduce emissions
by around 6 GtCO,-eq/yr in 2030, realising which requires
dealing with implementation barriers. (4.3}

“ While this Section deals with adaptation and mitigation separately, these responses can be complementary. This theme is discussed in
Section 5.

'S The concep! of ‘mitigation potential' has been developed to assess the scale of GHG reductions that could be made, relative to emission
baselines, for a given level of carbon price (expressed in cost per unit of carbon dioxide equivalent emissions avoided or reduced). Mitigation
potential is further differentiated in terms of ‘market mitigation potential’ and ‘econemic mitigation potential’.

Market mitigation potential is the mitigation potential based on private costs and private discount rates (reflecting the perspective of private
consumers and companles), which might be expected to occur under forecast market conditions, including policies and measures currently in
place, noting that barriers limit actual uptake.

Ecanomic mitigation potential is the mitigation potential that takes into account social costs and benefits and social discount rates (reflect-
ing the perspective of society; social discount rates are lower than those used by private investors), assuming that market efficiency is
improved by policies and measures and barriers are removed.

Mitigation potential is estimated using different types of approaches. Botftom-up studies are based on assessment of mitigation options,
emphasising specific technologies and regulations. They are typically sectoral studies taking the macro-economy as unchanged. Top-down
studies assess the economy-wide potential of mitigation options. They use globally consistent frameworks and aggregated information about
mitigation options and capture macro-economic and market feedbacks.
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Table SPM.4. Selected examples of planned adaptation by sector. {Table 4.1}

Sector

Adaptation option/strategy

Expénded rainwater harvesting;
water storage and conservation
techniques: water re-use;
desalination; water-use and
irrigation efficiency

Adjustment of planting dates and
crop variety, crop relocation;
improved land management, e.g.
erosion control and soil protection
through tree planting

Relocation; seawalls and storm
surge barriers; dune reinforce-
ment; land-acquisition and
creation of marshlands/wetlands
as buffer against sea lavel rise
and flooding; protection of existing
natural barriers

Heat-health action plans;
emergency medical services;
improved climate-sensitive
disease surveillance and control;
safe water and improved
sanltation

Diversification of tourism

" aftractions and revanues; shifting
ski slopes to higher altitudes and
. glaciers; artificial snow-making

Ralignment/relocation; design
standards and planning for roads,
. rail and other infrastructure to
cope with warming and drainage

Strengthening of overhead
transmission and distribution
infrastructure; underground
cabling for utilities; energy
sfficiency, use of renewable
sources; reduced dependence on
single sources of energy

[

Underlying policy framework

" ‘Natlonat water policies and

integrated water resources manage-
ment; water-related hazards
management

- R&D policies; institutional reform;

» land tenure and land reform; training;
. capacity building; crop insurance;
* financial incentlves, e.g. subsidies

and tax credits

Standards and regulations that
integrate climate change consider-
ations into deslgn; land-use policies;

* building codes; insurance

. Public health policies that recognise

climate risk; strengthened health
services; regional and international

cooperation

Integrated planning (e.g. carrying
capacity; linkages with othar
sectors); financial incentives, e.g.
subsidies and tax credits

Integrating climate change consider-
ations into national transport policy;
investment in R&D for special
sityations, e.g. permafrost areas

National energy policies, regutations,
and fiscal and financial incentives to

' encourage use of alternative

sources; incorporating climate

. change in design standards

" Financial, human resources and
; physical barriers; integrated water

' other sectors

i

' of new technologies; stimulation of new

(" integrated policies and management;
i synargies with sustainable development

- Appeal/marketing of new atiractions;

Key constraints and opportunities
to implementation (Normal font =
constraints; italics = opportuniliesy

resources management; synergies with

Technological and financial
constraints; access to new varieties;
markets; longer growing season in
highar latitudas; revenues from ‘new’
products

Financial and technological barriers;
availability of relocation space;

goals

Limits to human tolerance (vuinerable
groups); knowledge limitations; financial
capacity; upgraded health sarvices;
improved quality of life

financial and logistical challenges;
potential adverse impact on other
sactors {e.g. artificial snow-making may
increase energy use); revenues from
‘new’ aftractions; involvement of wider
group of stakeholders

Financial and technological barriers;
availability of less vulnarable routes,
impravaed technologies and integration
with key sectors (e.g. energy)

Access to viable alternatives; financial
and technological barriers, acceptance

technologies; use of local resources

Nota:

Other examples from many sectors would include early warning systems.

Future energy infrastructure investment decistons, ex-
pected to exceed US$20 trillion's between 2005 and 2030,
will have long-term impacts on GHG emissions, because of
the long lifetimes of energy plants and other infrastructure
capital stock. The widespread diffusion of low-carbon tech-

nologies may take many decades, even if early investments in

these technologies are made attractive. Initial estimates show
that returning global energy-related CO, emissions to 2005
levels by 2030 would require a large shift in investment pat-
terns, although the net additional investment required ranges
from negligible to 5 to 10%. (4.3}

¥ 20 trillion = 20,000 billion = 20x10'2
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Comparison between global economlc mitigation potential and projected emisslons increase in 2030

a) Bottom-up b} Top-down c) Increase in GHG emissions
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Figure SPM.9. Global economic mitigation potential in 2030 estimated from bottom-up (Panel a) and top-down {Panel b) studies, compared with
the projected emissions increasas from SRES scenarios relative to year 2000 GHG emissions of 40.8 GICO,-eq (Panel ¢). Note: GHG emissions
in 2000 are exclusive of emissions of decay of above ground biomass that remains after logging and deforestation and from peat fires and

drained peat soils, to ensure consistency with the SRES emission results. {Figure 4.1}

Economic mitigation potentials by sector in 2030 estimated from bottom-up studies
GtCO,-eqfyr
7
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B World total
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Energy supply  Transport Buildings Industry Agriculture Forestry Waste
total sectorat potential at <US$100/ACO,-eq in GICO,-eq/yr:
2447 1.6-2.5 5.3-6.7 2.5-5.5 2.3-6.4 1.3-4.2 0.4-1.0

Figure SPM.10. Estimated economic mitigation potential by sector in 2030 from bottom-up studies, compared to the respective baselines
assumed in the sector assessments. The potentials do not include non-technical options such as lilestyle changes. {Figure 4.2}

Notes:

a) The ranges for global economic potentials as assessed in each sector are shown by vertical lines. The ranges are based on end-use allocations of
amissions, meaning that emissions of electricity use are counted towards the end-use sectors and not to the energy supply sector.

b} The estimated potentials have been constrained by the availability of studies particularly at high carbon price levels.

¢} Sectors used different baselines. For industry, the SRES B2 baseline was taken, for energy supply and transport, the World Energy Qutlook
{WEQ) 2004 baseline was used; the building sector is based on a baseline in between SRAES B2 and A1B; for waste, SRES A1B driving
forces were used to construct a waste-specific basaline; agriculturs and forestry used baselines that mostly used B2 driving forces.

d) Only global totals for transport are shown because international aviation is inciuded.

&) Categories excluded are: non-CO, emissions in buildings and transport, part of material efficiency options, heat production and co-genera-
tion in energy supply, heavy duty vehicles, shipping and high-occupancy passenger transport, most high-cost options for buildings, wastewa-
ter treatment, emission reduction from coal mines and gas pipelines, and fluorinated gases from energy supply and transport. The underes-
timation of the total economic potential from these emissions is of the order of 10 to 15%.
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A wide variety of policies and instruments are avail-
able to governments to create the incentives for miti-
gation action. Their applicability depends on national
circumstances and sectoral context (Table SPM.5). (4.3}

They include integrating climate policies in wider devel-
opment policies, regulations and standards, taxes and charges,
tradable permits, financial incentives, voluntary agreements,
information instruments, and research, development and dem-
onstration (RD&D). /4.3/

An effective carbon-price signal could realise significant
mitigation potential in all sectors. Modelling studies show that
global carbon prices rising to US$20-80/tCO,-eq by 2030 are
consistent with stabilisation at around 550ppm CO,-eq by 2100,
For the same stabilisation level, induced technological change
may lower these price ranges to US$5-651CO,¢q in 2030."7 y4.3}

There is high agreement and much evidence that mitiga-
tion actions can result in near-term co-benefits (e.g. improved
health due to reduced air pollution) that may offset a substan-
tial fraction of mitigation costs. {4.3}

There is high agreement and medium evidence that Annex
I countries’ actions may affect the global economy and global
emissions, although the scale of carbon leakage remains un-
certain.'® 74.3}

Fossil fuel exporting nations (in both Annex 1 and non-An-
nex I countries) may expect, as indicated in the TAR, lower de-
mand and prices and lower GDP growth due to mitigation poli-
cies. The extent of this spillover depends strongly on assump-
tions related to policy decisions and oil market conditions. (4.3}

There is also high agreement and medium evidence that
changes in lifestyle, behaviour patterns and management prac-
tices can contribute to climate change mitigation across all sec-
tors. (4.3}

Many options for reducing global GHG emissions
through international cooperation exist. There is high
agreement and much evidence that notable achieve-
ments of the UNFCCC and its Kyoto Protocol are the
establishment ot a global response to climate change,
stimulation of an array of national policies, and the cre-
ation of an international carbon market and new insti-
tutional mechanisms that may provide the foundation

for future mitigation efforts. Progress has also been made
in addressing adaptation within the UNFCCC and addi-
tional international Initiatives have been suggested. {4.5)

Greater cooperative efforts and expansion of market mecha-
nisms will help to reduce global costs for achieving a given level
of mitigation, or will improve environmental effectiveness. Ef-

" forts can inctude diverse elements such as emissions targets;

sectoral, local, sub-national and regional actions; RD&D
programmes; adopting common policies; implementing devel-
opment-oriented actions; or expanding financing instruments. {4.5}

In several sectors, climate response options can be
Implemented to realise synergies and avoid conflicts
with other dimensions of sustainable development.
Decisions about macroeconomic and other non-climate
policies can significantly affect emissions, adaptive
capaclity and vulnerability. {4.4, 5.8)

Making development more sustainable can enhance miti-
gative and adaptive capacities, reduce emissions and reduce
vulnerability, but there may be barriers to implementation, On
the other hand, it is very likely that climate change can slow
the pace of progress towards sustainable development. Over
the next half-century, climate change could impede achieve-
ment of the Millennium Development Goals. {5.8/

5. The long-term perspective

Determining what constitutes “dangerous anthropo-
genic interference with the climate system” in relation
to Article 2 of the UNFCCC involves value judgements.
Science can support informed decisions on this issue,
including by providing criteria for judging which vul-
nerabilities might be labelled ‘key’. {Box ‘Key Vulnerabili-
ties and Articie 2 of the UNFCCC’, Topic 5}

Key vulnerabilities'® may be associated with many cli-
mate-sensilive systems, including food supply, infrastructure,
health, water resources, coastal systems, ecosystems, global
biogeochemical cycles, ice sheets and modes of oceanic and
atmospheric circulation. {Box ‘Key Vulnerabilities and Article 2 of
the UNFCCC’, Topic 5}

¥ Studies on mitigation portfolios and macro-economic costs assessed in this report are based on top-down modelling. Most madels use &
global least-cost approach to mitigation portfolios, with universal emissions trading, assuming transparent markets, no transaction cost, and
thus perfect implementation of mitigation measures throughout the 21% century. Costs are given for a specific point in time. Global modelled
costs will increase if some regions, sectors {e.g. land use), options or gases are excluded. Global modelled costs will decrease with lower
baselines, use of ravenues from carbon taxes and auctioned permits, and if Induced technological leaming is included. These models do not consider
climate benefits and generally also co-benefits of mitigation measures, or equity issues. Significant progress has been achieved in applying ap-
proaches based on induced technological change to stabilisation studies; however, conceptual issuss remain. In the models that consider induced
technological change, projected costs for a given stabilisation level are reduced; the reductions are greater at lower stabilisation fevel.

" Further details may be found in Topic 4 of this'Synthesis Report.

" Kay vulnerabilities can be identified based on a number of criteria in the literature, including magnitude, timing, persistance/reversibility, the
potential for adaptation, distributional aspects, likelihood and ‘importance’ of the impacts.
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The five ‘reasons for concern’ identified in the TAR re-
main a viable framework to consider key vulnerabili-
ties. These ‘reasons’ are assessed here to be stronger
than in the TAR. Many risks are identified with higher con-
fidence, Some risks are projected to be larger or to occur
at lower increases in temperature. Understanding about
the relationship between impacts {the basis for ‘reasons
for concerry’ in the TAR) and vulnerability (that includes
the ability to adapt to impacts) has improved. (5.2}

This is due to more precise identification of the circum-
stances that make systems, sectors and regions especially vul-
nerable and growing evidence of the risks of very large im-
pacts on multiple-century time scales. 5.2/

® Risks to unique and threatened systems. There is new
and stronger evidence of observed impacts of climate
change on unique and vulnerable systems (such as polar
and high mountain communities and ecosystems), with
increasing levels of adverse impacts as temperatures in-
crease further. An increasing risk of species extinction and
coral reef damage is projected with higher confidence than
in the TAR as warming proceeds. There is medium confi-
dence that approximately 20 to 30% of plant and animal
species assessed so far are likely to be at increased risk of
extinction if increases in global average temperature ex-
ceed 1.5 to 2.5°C over 1980-1999 levels. Confidence has
increased that a 1 to 2°C increase in global mean tem-
perature above 1990 levels (about 1.5 to 2.5°C above pre-
industrial) puses significant risks to many unique and
threatened systems including many biodiversity hotspots.
Corals are vulnerable to thermal stress and have low adap-
tive capacity. Increases in sea surface temperature of about
1 to 3°C are projected to result in more frequent coral
bleaching events and widespread mortality, unless there
is thermal adaptation or acclimatisation by corals. Increasing
vulnerability of indigenous communities in the Arctic and
small island communities to warming is projected. /5.2

e Risks of extreme weather events. Responses 1o some re-
cent extreme events reveal higher levels of vulnerability
than the TAR. There is now higher confidence in the pro-
jected increases in droughts, heat waves and floods, as
well as their adverse impacts. (5.2}

® Distribution of impacts and vulnerabilities. There are
sharp differences across regions and those in the weakest
economic position are often the most valnerable to cli-
mate change. There is increasing evidence of greater vul-
nerability of specific groups such as the poor and elderly
not only in developing but also in developed countries.
Moreover, there is increased evidence that low-latitude
and less developed areas generally face greater risk, for
example in dry areas and megadeltas. /5.2}

e Aggregate impacts. Compared tothe TAR, initial net mar-
ket-based benefits from climate change are projected to
peak at a lower magnitude of warming, while damages
would be higher for larger magnitudes of warming. The
net costs of impacts of increased warming are projected
to increase over time. (5.2}

® Risks of large-scale singularities. There is high confi-
dence that global warming over many centuries would lead
to a sea level rise contribution from thermal expansion
alone that is projected to be much larger than observed
over the 20" century, with loss of coastal area and associ-
ated impacts. There is better understanding than in the TAR
that the risk of additional contributions to sea level rise
from both the Greenland and possibly Antarctic ice sheets
may be larger than projected by ice sheet models and could
occur on century time scales. This is because ice dynami-
cal processes seen in recent observations but not fully in-
cluded in ice sheet models assessed in the AR4 could in-
crease the rate of ice loss. 5.2}

There is high confidence that neither adaptation nor
mitigation alone can avoid all climate change impacts;
however, they can complement each other and together
can significantly reduce the risks of climate change. (5.3}

Adaptation is necessary in the short and longer term to ad-
dress impacts resulting from the warming that would occur even
for the lowest stabilisation scenarios assessed. There are barriers,
limits and costs, but these are not fully understood. Unmitigated
climate change would, in the long term, be likely to exceed the
capacity of natural, managed and human systems to adapt. The
time at which such limits could be reached will vary between
sectors and regions. Early mitigation actions would avoid further
locking in carbon intensive infrastructure and reduce climate
change and associated adaptation needs. (5.2, 5.3}

Many impacts can be reduced, delayed or avoided by
mitigation. Mitigation efforts and investments over the
next two to three decades will have a large impact on
opportunities to achieve lower stabilisation levels. De-
layed emisston reductions significantly canstrain the
opportunities to achieve lower stabilisation levels and
increase the risk of more severe climate change im-
pacts. (5.3, 5.4, 5.7}

In order to stabilise the concentration of GHGs in the at-
mosphere, emissions would need to peak and decline thereaf-
ter. The lower the stabilisation level, the more quickly this
peak and decline would need to occur.® 5.4/

Table SPM.6 and Figure SPM.11 summarise the required
emission levels for different groups of stabilisation concen-
trations and the resulting equilibrium global warming and long-

2 Eor the lowest mitigation scenario category assessed, emissions would need to peak by 2015, and for the highest, by 2050 (see Table SPM.E).
Scenarios that use afternative emission pathways show substantial differences in the rate of global climate change.
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term sea level rise due to thermal expansion only.?' The tim-
ing and level of mitigation to reach a given temperature
stabilisation level is earlier and more stringent if climate sen-
sitivity is high than if it is low. /5.4, 5.7}

" Sea level rise under warming is inevitable., Thermal ex-
pansion would continue for many centuries after GHG con-
centrations have stabilised, for any of the stabilisation levels
assessed, causing an eventual sea level nise much larger than
projected for the 21" century. The eventual contributions from
Greenland ice sheet loss could be several metres, and larger
than from thermal expansion, should warming in excess of
1.9 to 4.6°C above pre-industrial be sustained over many cen-
turies. The long time scales of thermal expansion and ice sheet
response to warming imply that stabilisation of GHG concen-
trations at or above present levels would not stabilise sea level
for many centuries. (5.3, 5.4/

There is high agreement and much evidence that
all stabilisation levels assessed can be achieved by

deployment of a portfolio of technologies that are ei-
ther currently available or expected te be commercialised
in coming decades, assuming appropriate and effec-
tive incentives are in place for their development,
acquisition, deployment and diffusion and addressing
related barriers. (5.5}

All assessed stabilisation scenarios indicate that 60 to 80%
of the reductions would come from energy supply and use
and industrial processes, with energy efficiency playing a key
role in many scenarios. Including non-CO, and CO, land-use
and forestry mitigation options provides greater flexibility and
cost-effectiveness. Low stabilisation levels require early invest-
ments and substantially more rapid diffusion and
commercialisation of advanced low-emissions technologies. (5.5}

Without substantial investment flows and effective tech-
nology transfer, it may be difficult to achieve emission reduc-
tion at a significant scale. Mobilising financing of incremen-
tal costs of low-carbon technologies is important, (5.5}

Table SPM.6. Characteristics of post-TAR stabilisation scenarios and resulting long-term equilibrium global average temperature and
the sea level rise component from thermal expansion only® {Table 5.1}
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Notes:

a) The emission reductions fo meet a particular stabilisation leve! reported in the mitigation studies assessed here might be underesti-

mated due to missing carbon cycle feedbacks (see also Topic 2.3).

b) Atmospheric CO, concentrations were 379ppm In 2005. The best estimate of total CO,-eq concentration in 2005 for all long-lived
GHGs is about 455ppm, while the corresponding value including the net effect of ali anthropogenic forcing agents is 375ppm CO,-eq.
¢) Ranges correspond 1o the 15™ to B5™ percentile of the post-TAR scenaria distribution. CO, emissions are shown so multi-gas scenarios

can be compared with CO,-only scenarios (see Figure SPM.3}.
d) The best estimate of climate sensitivity is 3°C.

a) Note that global average temperatire at equilibrium is different from expected global average temperature at the time of stabilisation of
GHG concentrations due to the inertia of the climate system. For the majority of scenarios assessed, stabilisation of GHG concentra-

tions occurs betwaen 2100 and 2150 (see also Footnote 21).

f) Equilibrium sea level rise is for the contribution from ocean thermal expansion only and does not reach equilibrium for at least many
centuries. These values have been estimated using relatively simple climate models {one low-resolution ACGCM and several EMICs
based on the best estimate of 3°C climate sensitivity) and do not include contributions from malting ice sheets, glaciers and ice caps.
Long-term thermal expansion is projected to result in 0.2 to 0.6m per degree Celsius of global average warming above pre-industrial.
(AOGCM refers to Atmosphere-Ocean General Circulation Model and EMICs to Earth System Models of Intermediate Complexity.)

# Egtimates for the evolution of temperature over the course of this century are not available in the AR4 for the stabilisation scenafios. For most
stabilisation levels, global average temperature is approaching the equilibrium level over a few centuries. For the much lower stabilisation
scenarios (category | and |1, Figure SPM.11), the equilibrium temperature may be reached earlier.
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Figure SPM.11. Global CO, emissions for 1840 to 2000 and emissions ranges for categories of siabllisation scenarlos from 2000 to 2100 (feft-
hand panel); and tha corresponding relationship between the stablfisation larget and the likely equilibrium global average temperature Increase
above pre-industrial (right-hand panel). Approaching equilibrium can take several centuries, especially for scenarios with higher levels of stabilisation.
Coloured shadings show stabilisation scenarios grouped according to different targets (stabilisation category f to VI). The right-hand panel
shows ranges of giobal average temperature change above pre-industrial, using (i) ‘best estimate’ climate sensitivity of 3°C (black line in middle
of shaded area), (i) upper bound of likely range of climate sensitivity of 4.5°C (red fine at top of shaded area) (iii) fower bound of likely range of
climate sensitivity of 2°C (blue line at bottom of shaded area). Black dashed lines in the left panel give the emissions range of racent baseline
scenarios published since the SRES (2000). Emissions ranges of the stabilisation scenarios comprise CO,-only and multigas scenarios and
correspond to the 10P to 80F percentiis of tha full scenarlo distribution, Note: CO, emissions in most models do not include emissions from decay
of above ground biomass that remains after logging and deforestation, and from peat fires and drained peat solls. {Figure 5.1}

The macro-economic costs of mitigation generally rise In 2050, global average macro-economic costs for mitiga-

with the stringency of the stabilisation target (Table tion towards stabilisation between 710 and 445ppm CO,-eq are

SPM.7). For specific countries and sectors, costs vary between a 1% gain and 5.5% decrease of global GDP (Table

considerably from the global average.® (5.6} SPM.7). This corresponds to slowing average annual global GDP
growth by less than 0.12 percentage points. (5.6}

Table SPM.?. Estimated global macro-economic costs in 2030 and 2050. Costs are relative to the baseline for least-cost trajectories
towards different long-term stabilisation levels. {Table 5.2}

Stabilisation levels | Median GDP reduction® (%) Range of GDP reduction® (%) Reduction of average annual GDP
(ppm CO,-eq} growth rates {percentage points)c®

445 — 535¢ i Not available ‘<3 | <55 l<onz T <oa2

535 — 590 i 0.6 il 1.3 T 02t025 1 slightly negative to 4 ¥ < 0.1 : 1 <01

590 - 710 .02 i 0.5 1061012 | -1t02 i < 0.08 T <0.08
7 Notes: '

Values given in this table correspend to the full literature across all baselines and mitigation scenarios that provide GDP numbers.

a) Global GDP based on market exchange rates.

b} The 10™ and 90" percentile range of the analysed data are given where applicable. Negative values indicata GDP gain. The firsi row
(445-535ppm CO,-eq) gives the upper bound estimate of the Iiterature only.

¢) The calculation of the reduction of the annual growth rate is based on the average reduction during the assessed period that would
result in the indicated GDP decrease by 2030 and 2050 respoctively.

d) The number of studies is relatively small and they generally use low baselines. High emissions baselines generally lead to higher costs.

e) The values correspond to the highest estimate for GDP reduction shown in column three.

. # See Footnote 17 for more detail on cost estimates and model assumptions.
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Responding to climate change involves an iterative risk
management process that includes both adaptation and
mitigation and takes into account climate change dam-
ages, co-benefits, sustainability, equity and attitudes
to risk. (5.1}

Impacts of climate change are very likely to impose net
annual costs, which will increase over time as global tem-
peratures increase. Peer-reviewed estimates of the social cost
of carbon® in 2005 average US$12 per tonne of CO,, but the
range from 100 estimates is large (-$3 to $95/1CO,). This is
due in large part to differences in assumptions regarding cli-
mate sensitivity, response lags, the treatment of nisk and eg-
uity, economic and non-economic impacts, the inclusion of
potentially catastrophic losses and discount rates. Aggregate
estimates of costs mask significant differences in impacts

across sectors, regions and populations and very likely under-
estimate damage costs because they cannot include many non-
quantifiable impacts. (5.7}

Limited and early analytical results from integrated analy-
ses of the costs and benefits of mitigation indicate that they
are broadly comparable in magnitude, but do not as yet permit
an unambiguous determination of an emissions pathway or
stabilisation level where benefits exceed costs. (5.7}

Climate sensitivity is a key uncertainty for mitigation sce-
narios for specific temperature levels. (5.4}

Choices about the scale and timing of GHG mitigation
involve balancing the economic costs of more rapid emission
reductions now against the corresponding medium-term and
long-term climate risks of delay. (5.7}
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Introduction

Treatment of uncertainty

. The IPCC uncertainty guidance note' defines a framework for the treatment of uncertainties across all WGs and in this Synthesis Report.
This framework is broad because the WGs assess material from different disciplines and cover a diversity of approaches to the treatment of
uncertainty drawn from the literature. The nature of data, indicators and analyses used in the natural sciences is generally different from that
used in assessing technology development or the social sciences. WG | focuses on the former, WG Il on the latter, and WG il covers aspects

of both.

Thres different approaches are used to dascribe uncertainties each with a distinct form of Ianguage Choices among and within these three -
approaches depend on both the nature of the information avallable and the authors’ expert judgment of the correctness and completeness of
current scientific understanding.

Where uncertainty is assessed qualitatively, it is characterised by providing a relative sense of the amount and qualify of evidence (that is,
Information from theory, observations or models indicating whether a belief or proposition is true or valid) and the degree of agreement {that is,
the feve! of concurrence in the literature on a particular finding). This approach is used by WG Il through a series of self-explanatory terms
such as: high agreement, much evidence; high agreement, madium evidence; medium agreement, mediumn evidence; slc.

Where uncertainty is assassed more quantitatively using expert judgement of the correctness of underlying data, models or analyses, then
the following scale of confidence levels is used to express the assessed chance of a finding being correct: very high confidence at least 9 out
of 10; high confidence about 8 out of 10; medium confidence about 5 out of 10; Jow conﬂdence about 2 out ol 10; and vary fow confidence less
than 1 out of 10.

Where uncertainty in specific outcomes is assessed using expert judgment and statistical analysis of a body of evidence (e.g. observations
or.model results), then the following likelihood ranges are used to express the assessed probability of occurrence: virfually certain >98%;
extremely likely >95%; very likely >80%; likely >66%; mora likely than not > 50%; about as likely as not 33% to 66%,; uniikely <33%; very
un!:kely <10%; extremely unlikely <5%; exceptionally unlikely <1%. ’

WG |l has used a combination of confidence and likelihood assessments and WG | has predominantly used likelihood assessments.

This Synthesis Report follows the uncertainty assessment of the underlying WGs. Where synthesised findings are based con information
from more than one WG, the description of uncertainty used is consistent with that for the components drawn from the respective WG reports.

- Unless otherwise stated, numerical ranges given in square brackets in this report indicate 90% uncertainty intervals (i.e. there is an
estimated 5% likelihood that the value could be above the range given in square brackets and 5% likelihood that the value could be below that
. range). Uncertainty intervals are not necessarily symmetric around the best estimate.

1See hitp:/fwww.ipce.ch/meetings/ara-workshops-express-meetingsfuncertainty-guidance-note. pdf
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Topic 5

The long-term pergpective

5.1 Risk management perspective

Responding to climate change involves an iterative risk
management process that includes both mitigation and ad-
aptation, taking into account actual and avoided climate
change damages, co-benefits, sustainability, equity and at-
titudes to risk. {WGHI 20. 9, SPM; WGIIl SPM}

Risk management techniques can explicitly accommaodate sectoral,
regional and temporal diversity, but their application requires informa-
tion about not only impacts resulting from the most likely climate sce-
narios, but also impacts arising from lower-probability but higher-con-
sequence events and the consequences of proposed policies and mea-
sures. Risk is generally understood to be the product of the likelihood
of an event and its conseguences. Climate change impacts depend on
the characteristics of natural and human systems, their development
pathways and their specific locations. {SYR 3.3, Figure 3.6; WGII 20.2,
20.9, SPM; WGIII 3.5, 3.6, SPM}

5.2 Key vulnerabilities, impacts and risks -
long-term perspectives

The five ‘reasons for concern’ identified in the TAR are now
assessed to be stronger with many risks identified with
higher confidence. Some are projected to be larger or to
occur at lower Iincreases in temperature. This is due to (1)
better understanding of the magnitude of impacts and risks
assoclated with increases in global average temperature and
GHG concentrations, including vulnerability to present-day
climate variability, (2) more precise Identification of the cir-
cumstances that make systems, sectors, groups and reglons
especlally vulnerable and (3} growing evidence that the risk
of very large impacts on multlple century time scales would
continue to increase as long as GHG concentrations and
temperature continue to increase. Understanding about the
relationship between impacts (the basis for ‘reasons for con-

Key Vulnerabilities and Article 2 of the UNFCCC
Article 2 of the UNFCCC states:

cern’ in the TAR) and vulnerability (that inciudes the abllity
to adapt to impacts) has improved. (WGl 4.4, 5.4, 19.E5, 19.3.7,
TS.4.6; WGl 3.5, SPM}

The TAR concluded that vulnerability to climate change is a func-
tion of exposure, sensitivity and adaptive capacity. Adaptation can re-
duce sensitivity to climate change while mitigation can reduce the
exposure to climate change, including its rate and extent. Both conclu-
sions are confirmed in this assessment. /WGIT 20.2, 20.7.3}

No single metric can adequately describe the diversity of key
vulnerabilities or support their ranking. A sample of relevant im-
pacts is provided in Figure 3.6. The estimation of key vulnerabili-
ties in any system, and damage implied, will depend on exposure
(the rate and magnitude of climate change), sensitivity, which is
determined in part and where relevant by development status, and
adaptive capacity. Some key vulnerabilities may be linked to thresh-
olds; in some cases these may cause a system to shift from one state
to another, whereas others have thresholds that are defined subjec-
tively and thus depend on societal values. (WG 19.ES, 19.1}

The five ‘reasons for concern’ that were identified in the TAR
were intended to synthesise information on climate risks and key
vulnerabilities and to “aid readers in making their own determina-
tion” about risk. These remain a viable framework to consider key
vulnerabilities, and they have been updated in the AR4. {TAR WGH/
Chapter 19; WGII SPM}

e Risks to unique and threatened systems. There is new and
stronger evidence of observed impacts of climate change on
unique and vulnerable systems (such as polar and high moun-
tain communities and ecosystems). with increasing levels of
adverse impacts as temperatures increase further. An increas-
ing risk of species extinction and coral reef damage is projected
with higher confidence than in the TAR as warming proceeds.
There is medium confidence that approximately 20 to 30% of
plant and animal species assessed so far are likely to be at in-
creased risk of extinction if increases in global average tem-
perature exceed 1.5 to 2.5°C over 1980-1999 levels. Confidence
has increased that a 1 to 2°C increase in global mean tempera-
ture above 1990 levels (about 1.5 to 2.5°C above pre-indus-

*The ultimate objective of this Convention and any related legal instruments that the Conference of the Parties may adopt is o
achieve, in accordance with the relevant provisions of the Convention, stabilisation of greenhouse gas concentrations in the atmo-
sphere at a level that would prevent dangerous anthropogenic interference with the climate system. Such a level should be achisved
within a time frame sufficient to allow ecosystems to adapt naturally to climate change, to ensure that food preduction is not threatened
and to enable econoric development to proceed in a sustainable manner”

Determining what constitutes “dangerous anthropogenic interference with the climate system” in relation to Article 2 of the UNFCCC
involves value judgements. Science can support informed decisions on this issue, including by providing criteria for judging which

vulnerabilities might be labelled ‘key’. (SYR 3.3, WGHl 19.E5)

Key vulnerabilities® may be associated with many climate-sensitive systems, including food supply, infrastructure, health, water
resources, coastal systems, ecosystems, global biogeochemical cycles, ice sheets and modes of oceanic and atmospheric circutation.

(WG 19.E5)

More specific information is now available across the regions of the world concerning the nature of future impacts, inciuding for some

places not covered in previous assessments. (WGH SPM}

# Key Vulnerabilities can be identified based on a number of criteria in the literature, including magnitude, timing, persistence/reversibility, the
potential for adaptation, distributional aspects, likelihood and 'importance’ of the impacts.
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trial} poses significant risks to many unique and threatened sys-
tems including many biodiversity hotspots. Corals are vuliner-
able to thermal stress and have low adaptive capacity. Increases
in sea surface temperature of about 1 to 3°C are projected to
result in more frequent coral bleaching events and widespread
mortality, unless there is thermal adaptation or acclimatisation
by corals. Increasing vulnerability of Arctic indigenous com-
munities and small island communities to warming is projected.
{SYR 3.3, 3.4, Figure 3.6, Table 3.2; WGII 4.£8S, 4.4, 6.4, 14.4.6, 15.ES,
15.4, 15.6, I6.ES, 16.2.1, 164, Table 19.1, 19.3.7, T5.5.3, Figure TS.12,
Figure TS.14}

o Risks of extreme weather events. Responses to some recent
extreme climate events reveal higher levels of vulnerability in
both developing and developed countries than was assessed in
the TAR. There is now higher confidence in the projected in-
creases in droughts, heat waves and floods, as well as their ad-
verse impacts. As summarised in Table 3.2, increases in drought,
heat waves and floods are projected in many regions and would
have mostly adverse impacts, including increased water stress
and wild fire frequency, adverse effects on food production,
adverse health effects, increased flood risk and extreme high
sea level, and damage to infrastructure. {SYR 3.2, 3.3, Table 3.2;
WGI 10.3, Tuble SPM.2; WGIT 1.3, 5.4, 7.1, 7.5, 8.2, 12.6, 19.3, Table
19.1, Table SPM.1}

e Distribution of impacts and vulnerabilities. There are sharp
differences across regions and those in the weakest economic
position are often the most vulnerable to climate change and
are frequently the most susceptible to climate-related damages,
especially when they face multiple stresses. There is increasing
evidence of greater vulnerability of specific groups such as the
poor and elderly not only in developing but also in developed
countries. There is greater confidence in the projected regional
patterns of climate change (see Topic 3.2) and in the projec-
tions of regional impacts, enabling better identification of par-
ticularly vulnerable systems, sectors and regions (see Topic 3.3).
Moreover, there is increased evidence that low-latitude and less-
developed areas generally face greater risk, for example in dry
areas and megadeltas. New studies confirm that Africa is one
of the most vulnerable continents because of the range of pro-
jected impacts, multiple stresses and low adaptive capacity.
Substantial risks due to sea‘level rise are projected particularly
for Asian megadeltas and for small island communities. {SYR
3.2, 3.3, 5.4; WGT 11.2-11.7, SPM: WGII 3.4.3, 5.3, 5.4, Boxes 7.1 and
7.4, 8.1.1, 84.2, 8.6.1.3, 87, 9.ES, Table 10.9, 10.6, 16.3, 19.ES, 19.3,
Table 19,1, 20.ES, TS.4.5, T5.5.4, Tables TS.1, T5.3, TS.4. SPM}

o Aggregate impacts. Compared to the TAR, initial net market-
based benefits from climate change are projected to peak at a
lower magnitude and therefore sooner than was assessed in the
TAR. It is likely that there will be higher damages for larger
magnitudes of global temperature increase than estimated in
the TAR, and the net costs of impacts of increased warming are
projected to increase over time. Aggregate impacts have also
been guantified in other metrics (see Topic 3.3): for example,

climate change over the next century is likely to adversely af-
fect hundreds of millions of people through increased coastal
flooding, reductions in water supplies, increased malnutrition
and increased health impacts. {SYR 3.3, Figure 3.6: WGII 19.3.7,
20.7.3, T5§.5.3}

e Risks of large-scale singularities.’® As discussed in Topic 3.4,
during the current century, a large-scale abrupt change in the
meridional overturning circulation is very unlikely. There is high
confidence that global warming over many centuries would lead
to a sea level rise contribution from thermal expansion alone
that is projected to be much larger than observed over the 20
century, with loss of coastal area and associated impacts. There
is better understanding than in the TAR that the risk of addi-
tional contributions to sea level rise from both the Greenland
and possibly Antarctic ice sheets may be larger than projected
by ice sheet models and could occur on century time scales.
This is because ice dynamical processes seen in recent obser-
vations but not fully included in ice sheet models assessed in
the AR4 could increase the rate of ice loss. Complete
deglaciation of the Greenland ice sheet would raise sea level
by 7m and could be irreversible. (SYR 3.4; WG! 10.3, Box 10.1;
WGI 19.3.7, SPMJ

5.3 Adaptation and mitigation

There is high confidence that neither adaptation nor mitiga-
tion alone can avoid all climate change impacts. Adaptation
is necessary both in the short term and longer term to ad-
dress impacts resulting from the warming that would occur
even for the lowest stabilisation scenarios assessed. There
are barriers, limits and costs that are not fully understood.
Adaptation and mitigation can complement each other and
together can significantly reduce the risks of climate change.
{WGH 4.ES, TS 5.1, 18.4, 18.6, 20.7, SPM; WGIl! 1.2, 2.5, 3.5, 3.6}

Adaptation will be ineffective for some cases such as natural
ecosystems (e.g. loss of Arctic sea ice and marine ecosystem vi-
ability), the disappearance of mountain glaciers that play vital roles
in water storage and supply, or adaptation to sea level rise of sev-
erat metres®. It will be less feasible or very costly in many cases for
the projected climate change beyond the next several decades (such
as deltaic regions and estuaries). There is sigh confidence that the
ability of many ecosystems to adapt naturally will be exceeded this
century. In addition, multiple barriers and constraints to effective
adaptation exist in human systems (see Topic 4.2). [SYR 4.2: WGl
17.4.2, 192, 19.4.1}

Unmitigated climate change would, in the long term, be likely
to exceed the capacity of natural, managed and human systems to
adapt. Reliance on adaptation alone could eventually lead toa mag-
nitude of climate change to which effective adaptation is not pos-
sible, or will only be available at very high social, environmental
and economic Costs, ({WGH 18.1, SPM}

* See glossary

Z Wwhile it is technically possible to adapt to several metres of sea level rise, the resources required are so unevenly distributed that In reality this risk is

outside the scope of adaptation. {WGII 17.4.2, 19.4.1)
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Efforts to mitigate GHG emissions to reduce the rate and
magnitude of climate change need to account for inertia in
he climate and socio-economic systems. {(SYR 3.2; WGl 16.3,
10.4, 10.7, SPM; WG 2.3.4}

After GHG concentrations are stabilised, the rate at which the
global average temperature increases is expected to slow within a
few decades. Small increases in global average temperature could
still be expected for several centuries. Sea level rise from thermal
expansion would continue for many centuries at a rate that eventu-
ally decreases from that reached before stabilisation, due to ongo-
ing heat uptake by oceans. {SYR 3.2, WGI 10.3, 10.4, 10.7, SPM}

Delayed emission reductions significantly constrain the oppor-
tunities to achieve lower stabilisation levels and increase the risk
of more severe climate change impacts. Even though benefits of
mitigation measures in terms of avoided climate change would take
several decades to materialise, mitigation actions begun in the short
term would avoid locking in both long-lived carbon intensive in-
frastructure and development pathways, reduce the rate of climate
change and reduce the adaptation needs associated with higher lev-
els of warming. (WG 18.4, 20.6, 20.7, SPM: WG 2.3.4, 3.4, 3.5, 3.6,
SPMJ :

5.4 Emission trajectories for stabilisation

In order to stabilise the concentration of GHGs in the atmo-
sphere, emissions would need to peak and decline thereaf-
ter.? The lower the stabilisation level, the more quickly this
peak and decline would need to occur (Figure 5.1).% (wGH
3.3, 3.5, SPM)

Advances in modelling since the TAR permit the assessment of
multi-gas mitigation strategies for exploring the attainability and
costs for achieving stabilisation of GHG concentrations. These
scenarios explore a wider range of future scenarios, including
lower levels of stabilisation, than reported .in the TAR. /WGIir 3.3,
3.5, SPM}

Mitigation efforts over the next two to three decades will
have a large impact on opportunities to achieve lower
stabilisation levels (Table 5.1 and Figure 5.1). {WGII 3.5,
SPM}

Table 5.1 summarises the required emission levels for different
groups of stabilisation concentrations and the resulting equilibrium

C0, emissions and equilibrium temperature increases for a range of stabilisation levels

Historical emisstons [ Stabilisation level / ’
W | :445-490 ppm CO,~eq
= il : 490-535 ppm CO0,-et /

100 — 11 535-590 ppm £0,~eq /

mmm [V: 590-710 ppm CO,-eq
W v 710-855ppm CO,-eq | /'
£ VI: 855-1130 ppm CO,-eq
- -~ post-SRES range

World CO, emissions (Gl002”
3
<

—
o

o

Equilibrium global average temperature
increase above pre-industrial (°C)

0+ v
SIS
T W

0 O D H £
S & & £ & &

GHG concentration stabilisation level (ppm COzreq)

Figure 5.1. Global CO, emissions for 1940 to 2000 and emisslons ranges for categories of stabilisation scenarios from 2000 to 2100 (lefi-hand panel); and
the corresponding relatlonship between the stabllisation target and the likely equilibrium global average temperature increase above pre-industrial (right-
hand panel). Approaching equiiibrium can take several centurles, especially for scenarios with higher levels of stabilisation. Coloured shadings show
stabllisation scenarios grouped according to different largets (stabilisation category | fo Vi). The right-hand pane! shows ranges of global average tempera-
ture change above pre-industrial, using (I} ‘bast estimate’ cilmate sensitivity of 3°C (biack line In middle of shaded area), (i) upper bound of likely range of
climate sensitivity of 4.5°C (red line at top of shaded area) (i) lower bound of likely range of climate sensitivity of 2°C (blue line at bottorn of shaded area).
Black dashed lines in the left panel give the emissions range of recent baseline scenarios published since the SRES (2000). Emissions ranges of the
stabilisation scenatios comprise CO,-only and muitigas scenarios and correspond to the 107 to 90" percentile of the full scenario distribution. Note: CO,
emissions in most models do not include emissions from decay of above ground biomass that remains after logging and deforestation, and from peat fires

and drained peat solls. {WGIIf Figures SPM.7 and SPM.8}

.” Peaking means that the emissions need to reach a maximum before they decline later.

# For the lowest mitigation scenario category assessed, emissions would need to peak by 2015 and for the highest by 2080 {see Table 5.1). Scenarios that
use alternative emission pathways show substantia! differences on the rate of global climate change. (WGl 19.4}
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Table 5.1. Characteristics of post-TAR stabilisation scenarios and resulting long-term equilibrium global average temperature and the sea level rise

Peaking year
for CO,
emissions®<

Category | CO, CO,-equivalent
concentration | concentration at
at stabilisation| stabilisation
(2005 = 379 including GHGs
ppm)®° and aerosols
(2005=375 ppm)"®

in 2050

Change in glebal
CO, emissions

{percent of 2000
emissiong)}?<

D R U o R L

1 350-400 | 445-490 2000 - 2015 « 851050 § 2.0-2.4 l 04-14 | 6
I £ 400-440 | 490535 "2000 - 2020 | -60t0-30 ;24-28 T 05-17 18
i . 440485 535 - 590 2010 - 2030 1 -3010+5 1 2.8-32 Y 0.6-18 121
IV §485-570 | 590710 120202060 | +10t0460 | 3.2-40 | 06-24 1118
vV -, 570-660 I 710-855 2050 - 2080 . +25t0+85 || 4.0-4.9 flos-29 9
i ‘660790 ! 855~ 1130 " 2060 - 2090 , +90 to +140 I 4.9-86.1 | 1.0-37 51 5

component from thermal expansion only.* (WGI 10.7; WGH! Table TS.2, Table 3. 10, Table SPM.5]

Number of
assessed
scenarios

Global average sea
level rise above
pre-industrial at
equiliprium from
thermal expansion
only!

Global average
temperature increase
above pre-industrial at
equilibrium, using
‘best estimaie’ climate
sensitivity®

Notes:

a) The emission reductions to mest a particular stabilisation level reported in the mitigation studies assessed here might be underestimated due ¢

missing carbon cycle feedbacks (see also Topic 2.3).

b) Atmospheric CO, concentrations wara 379ppm in 2005. The best estimate of total CO,-eq concentration in 2005 for all Igng-lived GHGs Is about
455ppm, while the carrespending value including the net effect of all anthropogenic forcing agents is 375ppm CO,-eq.
¢) Ranges correspond to the 15™ to 85 percentile of the post-TAR scenario distribution. CO, emissions are shown so multi-gas scenarios can be

compared with CO,-only scenarios (see Figure 2.1).
d} The best astimate of climate sensitivity is 3°C.

e} Note that global average temperature at equilibrium is different from expected global average temperature at the time of stabilisation of GHG
concentrations due to the inertia of the climate system. For the majority of scenarlos assessed, stabilisation of GHG concentrations occurs

between 2100 and 2150 (see alsc Footnote 30).

f) Equilibrium sea level rise is for the contribution from ocean thermal axpansion only and does not reach equilibrium for at least many centuries.
These values have been estimated using relatively simple climate models (one low-resolution AOGCM and several EMICs based on the best
estimate of 2°C climate sensitivity) and do not Include contributions from metting ice sheets, glaciers and ice caps. Long-term thermal expansion
is projected to result in 0.2 to 0.6m per degree Celsius of global average warming above pre-industrial. (AOGCM refers to Atmosphere-Ocean
General Circulation Model and EMICs to Earth System Modats of intermediate Complexity.)

global average temperature increases, using the ‘best estimate’ of
climate sensitivity (see Figure 5.1 for the likely range of uncer-
tainty). Stabilisation at lower concentration and related equilibrium
temperature levels advances the date when emissions need to peak
and requires greater emissions reductions by 2050.*® Climate sen-
sitivity is a key uncertainty for mitigation scenarios that aim to meet
specific temperature levels. The timing and level of mitigation to
reach a given temperature stabilisation level is earlier and more
stringent if climate sensitivity is high than if it is low. /WGHI 3.3,
3.4, 3.5, 36, SPM)

Sea level rise under warming is inevitable. Thermal expansion
would continue for many centuries after GHG concentrations have
stabilised, for any of the stabilisation levels assessed, causing an
eventual sea level rise much larger than projected for the 21 cen-
tury (Table 5.1). If GHG and aerosol concentrations had been
stabilised at year 2000 levels, thermal expansion alone would be
expected to lead to further sea level rise of 0.3 to 0.8m. The even-
tual contributions from Greenland ice sheet loss could be several
metres, and larger than from thermal expansion, should warming in
excess of 1.9 to 4.6°C above pre-industrial be sustained over many
centuries. These long-term consequences would have major impli-

cations for world coastlines. The long time scale of thermal expan-
sion and ice sheet response to warming imply that mitigation strat-
egies that seck to stabilise GHG concentrations (or radiative forc-
ing) at or above present levels do not stabilise sea level for many
centuries. (WG 10.7}

Feedbacks between the carbon cycle and climate change affect
the required mitigation and adaptation response to climate change.
Climate-carbon cycle coupling is expected to increase the fraction
of anthropogenic emissions that remains in the atmosphere as the
climate system warms (see Topics 2.3 and 3.2.1), but mitigation
studies have not vet incorporated the full range of these feedbacks.
As a consequence, the emission reductions to meet a particular
stabilisation level reported in the mitigation studies assessed in Table
5.1 might be underestimated. Based on current understanding of
climate-carbon cycle feedbacks, model studies suggest that
stabilising CO, concentrations at, for example, 450ppm?*' could re-
quire cumulative emissions over the 21% century to be less than
1800 [1370 to 2200] GtCO,, which is about 27% less than the 2460
[2310 o 2600] GtCO, determined without consideration of carbon
cycle feedbacks. {SYR 2.3, 3.2.1; WGI 7.3, 10.4. SPM]

» Estimates for the evolution of temperature over the course of this century are not available in the AR4 for the stabilisation scenarics, For most stabilisation
levels global average temperature is approaching the equilibsium level over a few centuries. For the much lower stabilisation scenarios (category | and I,

Figure 5.1), the equilibrium temperature may be reached eariier.

N To stabilise at 1000ppm CO,, this feedback could require that cumulative emissions be reduced from a model average of approximately 5190 [4910 to
5460} GtCO, to approximatety 4030 [3590 to 4580] GtCQ,. [WGI 7.3, 10.4, SPM}
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5.5 Technology flows and development

There is high agreement and much evidence that all
stabilisation levels assessed can be achleved by deploy-
ment of a portfolio of technologies that are elther currently
available or expected to be commercialised in coming de-
cades, assuming appropriate and effective incentives are
in place for development, acquisition, deployment and dif-
fusion of technologies and addressing related barriers. fwGi
SPM}

Worldwide deployment of low-GHG emission technologies as
well as technology improvements through public and private RD&D
would be required for achieving stabilisation targets as well as cost
reduction.®? Figure 5.2 gives illustrative examples of the contribu-
tion of the portfolic of mitigation options. The contribution of dif-
ferent technologies varies over time and region and depends on the
baseline development path, available technologies and relative costs,
and the analysed stabilisation levels. Stabilisation at the lower of
the assessed levels (490 to 540ppm CO,-eq) requires early invest-
ments and substantially more rapid diffusion and commercialisation
of advanced low-emissions technologies over the next decades

(2000-2030) and higher contributions across abatement options in
the long term (2000-2100). This requires that barriers to develop-
ment, acquisition, deployment and diffusion of technologies are
effectively addressed with appropriate incentives. (WG 2.7, 3.3,
3.4, 3.6, 4.3, 4.4, 4.6, SPM]

Without sustained investment flows and effective technology
transfer, it may be difficult to achieve emission reduction at a sig-
nificant scale. Mobilising financing of incremental costs of low-
carbon technologies is important. [WGHI 13.3, SPM}

There are large uncertainties concerning the future contribu-
tion of different technologies. However, all assessed stabilisation
scenarios concur that 60 to 80% of the reductions over the course
of the century would come from energy supply and use and indus-
trial processes. Including non-CO, and CO, land-use and forestry
mitigation options provides greater flexibility and cost-effective-
ness. Energy efficiency plays a key role across many scenarios for
most regions and time scales. For lower stabilisation levels, sce-
narios put more emphasis on the use of low-carbon energy sources,
such as renewable energy, nuclear power and the use of CO, cap-
ture and storage (CCS). In these scenarios, improvements of car-
bon intensity of energy supply and the whole economy needs to be
much faster than in the past (Figure 5.2). (WGHI 3.3, 3.4, T5.3, SFM}

Illustrative mitigation portfolios for achleving stabilisation of GHG concentrations

2000-2030

Energy conservation
& efficiency

Fossil fuel switch [
Renewables
Nuclear'

cCS

Forest sinks

Non-CO,

0 20 40 60 80

100 120 O 120

2000-2100

emissions reductions for 650 ppm
additional reductions for 490-540 ppm

]

IMAGE mammr——
MESSAGE mmmmr—1
AM mm—

|IPAC EEEER N/A

1500 2000

500 1000

Cumulative emission reduction (GtCO,-eq)

Figure 5.2 Cumulative emissions reductions for altornative mitigation measures for 2000-2030 (left-hand panel) and for 2000-2100 (right-hand panel). The
figure shows Hlustrative scenarios from four models (AIM, IMAGE, IPAC and MESSAGE) aiming at the stabilisation at low (490 to 540ppm CO,-eq) and
intermediate levels (650ppm CO,-eq) respectively. Dark bars denote reductions for a larget of 650ppm CO,-eq and light bars denote the add:tlonaf reduc-
tions to achieve 490 to 540ppm CO ,-eq. Note that some models do not considar mitigation through forest sink enhancement (AIM and {PAC) or CCS (AIM)
and that the share of low-carbon energy options In total energy supply Is also determined by inclusion of these options in the baseline. CCS inciudes CO,
capture and storage from biomass. Forest sinks include reducing emissions from deforestation. The figure shows emissions reductions from baseline
scanarios with cumulative emissions between 8000 to 7000 GICO,-eq (2000-2100). (WGHI Figure SPM.9)

= By comparison, government funding in real absolute terms for mast energy research programmes has been flat or declining for nearty two decades (aven
after the UNFCCC came into force) and is now about half of the 1980 level. {WGIII 2.7, 3.4, 4.5, 11.5, 13.2}
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5.6 Costs of mitigation and long-term

stabilisation targets

The macro-economic costs of mitigation generally rise with
the stringency of the stabilisation target and are relatively
higher when derived from baseline scenarlos characterised
by high emission levels. (WGH SPM} '

There is high agreement and medium evidence that in 2050 glo-
bal average macro-economic costs for multi-gas mitigation towards
stabilisation between 710 and 445ppm CO,-eq are between a 1%
gain to a 5.5% decrease of global GDP (Table 5.2). This corre-
sponds to slowing average annual global GDP growth by less than
0.12 percentage points. Estimated GDP losses by 2030 are on aver-
age lower and show a smaller spread compared to 2050 (Table 5.2).
For specific countries and sectors, costs vary considerably from the
global average.’® WG 3.3, 13.3, SPM)

5.7 Costs, benefits and avoided climate

impacts at global and regional levels

Impacts of climate change will vary regionaily. Aggregated
and discounted to the present, they are very likely to im-
pose net annual costs, which will increase over time as glo-
bal temperatures increase. (WG SPM)

For increases in global average temperature of less than 1 to 3°C
above 1980-1999 levels, some impacts are projected to produce
market benefits in some places and sectors while, at the same time,
imposing costs in other places and sectors. Global mean losses could
be 1 to 5% of GDP for 4°C of warming, but regional losses could
be substantially higher. fWG1I 9.ES, 10.6, 13.ES, 20.6. SPM{

Peer-reviewed estimates of the social cost of carbon (net eco-
nomic costs of damages from climate change aggregated across the

globe and discounted to the present) for 2005 have an average value
of USS$12 per tonne of CO,, but the range from 100 estimates is
large (-$3 to $95/1CO,). The range of published evidence indicates
that the net damage costs of climate change are projected to be
significant and to increase over time. {WGH 20.6, SPM)

It is very likely that globally aggregated figures underestimate
the damage costs because they cannot include many non-quantifi-
able impacts. It is virtually certain that aggregate estimates of costs
mask significant differences in impacts across sectors, regions, coun-
tries and populations. In some locations and amongst some groups
of people with high exposure, high sensitivity and/or low adaptive
capacity, net costs will be significantly larger than the global aver-
age. (WGII 7.4, 20.ES, 20.6, 20.ES, SPMJ

Limited and early analytical results from integrated analy-
ses of the global costs and benefits of mitigation indicate
that these are broadly comparable in magnitude, but do not
as yet permit an unambiguous determination of an emis-
sions pathway or stabllisation level where benefits exceed
costs. (WGl SPM}

Comparing the costs of mitigation with avoided damages would
require the reconciliation of welfare impacts on people living in
different places and at different points in time into a global aggre-
gate measure of well-being. /WGH 18.ES)

Choices about the scale and timing of GHG mitigation involve
balancing the economic costs of more rapid emission reductions
now against the corresponding medium-term and long-term climate
risks of delay. (WG SPM}

Many impacts can be avoided, reduced or delayed by miti-
gation. {WGIi SPM}

Although the small number of impact assessments that evalu-
ate stabilisation scenarios do not take full account of uncertainties
in projected climate under stabilisation, they nevertheless provide
indications of damages avoided and risks reduced for different

Table 5.2. Estimated global macro-economic costs in 2030 and 2050. Costs are relative to the baseline for least-cost trajectories
towards different long-lerm stabilisation levels. {(WGHII 3.3, 13.3, Tables SPM.4 and SPM.6}

Stabilisation levels
(ppm CO,-eq)

Median GDP reduction?® (%)

2030
i

. i
445 — 5359 | Not available

Range of GDP reduction® (%)

Reduction of average annual GDF
growth rates (percentage peints)ee

<5.5

i | <3 ! i <o. V<02
535 - 590 ;; 0.6 E’; 13 ! 02125 ; slightly negativeto4 i <0.1 W <01
590 - 710 ;0.2 g‘ 0.5 " -06t012 | -ito2 } < 0.06 n < 0.05
Notes:

Values given in this table correspond to the full lterature across all baselines and mitigation scenarios that provide GDP numbers.

a) Global GDP based on markel exchange rates.

b} The 10* and SO percentile rangs of the analysed data are given where applicable. Negative values indicate GDP gain. The first row (445-535ppm

CO0,-eq) gives the uppar bound estimate of the literature only.

c) The calculation of the reduction of the annua! growth rate is based on the average reduction during the assessed period that would result in the

indicated GDP decrease by 2030 and 2050 respectively.

d) The number of studies is relatively small and they generally use low base

lines. High emissions baselines generally lead to higher costs.

e) The values correspond to the highest gstimate for GDP reduction shown in column three.

® Sge Footnote 24 for further details on cost astimates and model assumptions.
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amounts of emissions reduction. The rate and magnitude of future
human-induced climate change and its associated impacts are de-
ermined by human choices defining alternative socio-economic
futures and mitigation actions that influence emission pathways.
Figure 3.2 demonstrates that aliernative SRES emission pathways
could lead to substantial differences in climate change throughout
the 21 century. Some of the impacts at the high temperature end of
Figure 3.6 could be avoided by socio-economic development path-
ways that limit emissions and associated climate change towards
the lower end of the ranges illustrated in Figure 3.6, (SYR 3.2, 3.3;
WGIIT 3.5, 3.6, SPM]

Figure 3.6 illustrates how reduced warming could reduce the
risk of, for example, affecting a significant number of ecosystems,
the risk of extinctions, and the likelihood that cereal productivity
in some regions would tend to fall. {SYR 3.3, Figure 3.6; WGII 4.4, 5.4,
Table 20.6}

5.8 Broader environmental and
sustainability issues

Sustainable development can reduce vulnerability to climate
change, and climate change could impede nations’ abllities
to achieve sustainable development pathways. {WGH SPM}

Itis very likely that climate change can slow the pace of progress
toward sustainable development either directly through increased

70

exposure to adverse impacts or indirectly through erosion of the
capacity to adapt. Over the next half-century, climate change could
impede achievement of the Millennium Development Goals. (WGiI
SPM}

Climate change will interact at all scales with other trends in
global environmental and natural resource concerns, including
water, soil and air pollution, health hazards, disaster risk, and de-
forestation. Their combined impacts may be compounded in future
in the absence of integrated mitigation and adaptation measures.
{WGIT 20.3, 20.7, 20.8, SPM}

Making development more sustalnable can enhance miti-
gatlve and adaptive capacities, reduce emissions, and re-
duce vuinerability, but there may be barriers to implementa-
tion. (wWGH 20.8; WGIiI 12.2, SPM} :

Both adaptive and mitigative capacities can be enhanced through
sustainable development. Sustainable development can, thereby,
reduce vulnerability to climate change by reducing sensitivities
(through adaptation) and/or exposure (through mitigation). At
present, however, few plans for promoting sustainability have ex-
plicitly included either adapting to climate change impacts, or pro-
moting adaptive capacity. Similarly, changing development paths
can make a major contribution to mitigation but may require re-
sources to overcome multiple barriers. {WGIf 20.3, 20.5, $PM; WGIHT
2.1, 25 12.1, SPM}
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Robust findings, key uncertainties

As in the TAR, a robust finding for climate change is defined
as one that helds under a variety of approaches, methods, models
and assumptions, and is expected to be relatively unaffected by
uncertainties. Key uncertainties are those that, if reduced, could
lead to new robust findings. {TAR S¥R 0.9}

Robust findings do not encompass all key findings of the AR4.
Some key findings may be policy-relevant even though they are
associated with large uncertainties. /WGH 20.9}

The robust findings and key uncertainties listed below do not
represent an exhaustive list.

6.1 Observed changes in climate and their
effects, and their causes

Robust findings

Warming of the climate system is unequivocal, as is now evi-
dent from observations of increases in global average air and ocean
temperatures, widespread melting of snow and ice and rising glo-
bal average sea level. [WGI 3.9, SPM]

Many natural systems, on all continents and in some oceans,
are being affected by regional climate changes. Observed changes
in many physical and biological systems are consistent with warm-
ing. As a result of the uptake of anthropogenic CO, since 1750, the
.acidity of the surface ocean has increased. /WG 5.4, WG 1.3]

Global total annual anthropogenic GHG emissions, weighted
by their 100-year GWPs, have grown by 70% between 1970 and
2004. As a result of anthropogenic emissions, atmospheric concen-
trations of N,O now far exceed pre-industrial values spanning many
thousands of years, and those of CH, and CO, now far exceed the
natural range over the last 650,000 years. (WGI SPM; WGIII 1.3}

Most of the global average warming over the past 50 years is
very likely due to anthropogenic GHG increases and it is likefy that
there is a discernible human-induced warming averaged over each
continent (except Antarctica). (WGI 9.4, SPM]

Anthropogenic warming over the last three decades has likefy
had a discernible influence at the global scale on observed changes
in many physical and biological systems. {WGII 1.4, SPM}

Key uncertainties

Climate data coverage remains limited in some regions and there
is a notable lack of geographic balance in data and literature on
observed changes in natural and managed systems, with marked
scarcity in developing countries. {WGI SPM; WGII 1.3. SPM)

Analysing and monitoring changes in extreme events, includ-
ing drought, tropical cyclones, extreme temperatures and the fre-
quency and intensity of precipitation, is more difficult than for cli-
matic averages as longer data time-series of higher spatial and tem-
poral resolutions are required. {WGI 3.8, SPM}

Effects of climate changes on human and some natural systems
are difficult to detect due to adaptation and non-climatic drivers.
[WGH 1.3}
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Difficulties remain in reliably simulating and attributing ob-
served temperature changes to natural or human causes at smaller
than continental scales. At these smaller scales, factors such as land-
use change and pollution also complicate the detection of anthro-
pogenic warming influence on physical and biological systems. {WGI
8.3, 9.4, SPM; WG 1.4, SPM]

The magnitude of CO, emissions from land-use change and

CH, emissions from individual sources remain as key uncertain-
ties. {WGI 2.3, 7.3, 7.4; WGHI 1.3, TS.14)

6.2 Drivers and projections of future climate

changes and their impacts

Robust findings

With current climate change mitigation policies and related sus-
tainable development practices, global GHG emissions will con-
tinue 1o grow over the next few decades. [WGIil 3.2, SPM}

For the next two decades a warming of about 0.2°C per decade
is projected for a range of SRES emissions scenarios. (WGl 10.3,
107, SPM]

Continued GHG emissions at or above current rates would cause
further warming and induce many changes in the plobal climate
system during the 21% century that would very likely be larger than
those observed during the 20" century. {WGI 10.3, 111, SPM]

The pattern of future warrming where land warms more than the
adjacent oceans and more in northern high latitudes is seen in ail
scenarios. {WGI 10.3, 11.1, SPM}

Warming tends to reduce terrestrial ecosystem and ocean up-
take of atmospheric CO,, increasing the fraction of anthropogenic
emissions that remains in the atmosphere. {WG/I 7.3, 104, 10.5 SPM}

Anthropogenic warming and sea level rise would continue for
centuries even if GHG emissions were to be reduced sufficiently
for GHG concentrations to stabilise, due to the time scales associ-
ated with climate processes and feedbacks. (WG 10.7. SPM}

Equilibrium climate sensitivity is very unlikely to be less than
1.5°C. {WGI 8.6. 9.6, Box 10.2, SPM}

Some systems, sectors and regions are likely to be especially
affected by climate change. The systems and sectors are some eco-
systems (tundra, boreal forest, mountain, mediterranean-type, man-
groves, salt marshes, coral reefs and the sea-ice biome), low-lying
coasts, water resources in some dry regions at mid-latitudes and in
the dry topics and in areas dependent on snow and ice melt, agri-
culture in low-latitude regions, and human health in areas with low
adaptive capacity. The regions are the Arctic, Africa, small islands
and Asian and African megadeltas. Within other regions, even those
with high incomes, some people, areas and activities can be par-
ticularly at risk. (WGII T5.4.5)

Impacts are very likely to increase due to increased frequencies
and intensities of some extreme weather events. Recent events have
demonstrated the vulnerability of some sectors and regions, includ-
ing in developed countries, to heat waves, tropical cyclones, floods
and drought, providing stronger reasons for concern as compared
to the findings of the TAR, {WG! Table SPM.2, 19.3}



Topic 6

Robust findings, key uncertainties

Key uncertainties

Uncertainty in the equilibrium climate sensitivity creates un-
certainty in the expected warming for a given CO,-eq stabilisation
scenario. Uncertainty in the carbon cycle feedback creates uncer-
tainty in the emissions trajectory required to achieve a particular
stabilisation level. {WGI 7.3, 0.4, 10.5, SPM}

Models differ considerably in their estimates of the strength of
different feedbacks in the climate system, particularly cloud feed-
backs, oceanic heat uptake and carbon cycle feedbacks, although
progress has been made in these areas. Also, the confidence in pro-
jections is higher for some variables (e.g. temperature) than for
others (e.g. precipitation), and it is higher for larger spatial scales
and longer time averaging periods. {WGJ 7.3, 8.1-8.7, 8.6, 10.2, 10.7,
SPM: WG 4.4)

Aerosol impacts on the magnitude of the temperature response,
on clouds and on precipitation remain uncertain. (WGI 2.9, 7.5, 9.2,
9.4, 6.5

Future changes in the Greenland and Antarctic ice sheet mass,
particularly due to changes in ice flow, are a major source of uncer-
tainty that could increase sea level rise projections. The uncertainty
in the penetration of the heat into the oceans also contributes to the
future sea level rise uncertainty. (WG 4.6, 6.4, 10.3, 10.7. SPM}

Large-scale ocean circulation changes beyond the 21° century
cannot be reliably assessed because of uncertainties in the meltwa-
ter supply from the Greenland ice sheet and mode] response to the
warming. {WGI 6.4, 8.7, 10.3 }

Projections of climate change and its impacts beyond about 2050
are strongly scenario- and model-dependent, and improved projections
would require improved understanding of sources of uncertainty and
enhancements in systematic observation networks. {WGH 75.6/

Impacts research is hampered by uncertainties surrounding re-
gional projections of climate change, particularly precipitation.
IWGH TS.6} .

Understanding of low-probability/high-impact events and the
cumulative impacts of sequences of smaller events, which is re-
quired for risk-based approaches to decision-making, is generally
limited. yWGH 19.4, 20.2, 20.4, 20.8, TS.6}

6.3 Responses to climate change

Robust findings

Some planned adaptation (of human activities) is occurring now;
more extensive adaptation is required to reduce vulnerability to cli-
mate change. {WGII 17.ES. 20.5, Table 20.6, 5PM]

Unmitigated climate change would, in the long term, be likely
to exceed the capacity of natural, managed and human systems to
adapt. {WGII 20.7, SPM}

A wide range of mitigation options is currently available or pro-
jected to be available by 2030 in all sectors. The economic mitiga-
tion potential, at costs that range from net negative up to US$100/
tCO,-equivalent, is sufficient to offset the projected growth of glo-
bal emissions or to reduce emissions to below current levels in 2030.
{WGHT 11.3, SPM)

Many impacts can be reduced, delayed or avoided by mitiga-
tion. Mitigation efforts and investments over the next two to three
decades will have a large impact on opportunities to achieve lower
stabilisation levels. Delayed emissions reductions significantly con-
strain the opportunities to achieve lower stabilisation levels and
increase the risk of more severe climate change impacts. {WGH 5PM,
WGIHT SPM}

The range of stabilisation leveis for GHG concentrations that
have been assessed can be achieved by deployment of a portfolio
of technologies that are currently available and those that are ex-
pected to be commercialised in coming decades, provided that ap-
propriate and effective incentives are in place and barriers are re-
moved. In addition, further RD&D would be required to improve
the technical performance, reduce the costs and achieve social ac-
ceptability of new technologies. The lower the stabilisation levels,
the greater the need for investment in new technologies during the
next few decades. (WG 3.3, 3.4}

Making development more sustainable by changing develop-
ment paths can make a major contribution to climate change miti-
gation and adaptation and to reducing vulnerability. /WG 18.7, 20.3,
SPM; WGIIT 13.2, SPM}

Decisions about macro-economic and other policies that seem
unrelated to climate change can significantly affect emissions. (WGilI
12.2) '

Key uncertainties

Understanding of how development planners incorporate in-
formation about climate variability and change into their decisions
is limited. This limits the integrated assessment of vulnerability.
(WGl 18.8, 20.9)

The evolution and utilisation of adaptive and mitigative capac-
ity depend on underlying socio-economic development pathways.
(WG 17.3, 174, 18.6, 194, 20.9}

Barriers, limits and costs of adaptation are not fully understood,
partly because effective adaptation measures are highly dependent
on specific geographical and climate risk factors as well as institu-
tional, political and financial constraints. {WGI/ SPM}

Estimates of mitigation costs and potentials depend on assump-
tions about future socio-economic growth, technological change
and consumption patterns. Uncertainty arises in particular from
assumptions regarding the drivers of technology diffusion and the
potential of long-term technology performance and cost improve-
ments. Also Jittle is known about the effects of changes in behaviour
and lifestyles. fWGHI 3.3, 3.4, 11.3}

The effects of non-climate policies on emissions are poorly
quantified. [WGHt 12.2}
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Chapter 4

Ecosystems, their properties, goods and services

' Executive summary

During the course of this century the resilience of many
ecosystems (their ability to adapt naturally} is likely to be
exceeded by an unprecedented combination of change in
climate, associated disturbances {e.g., flooding, drought,
wildfire, insects, ocean acidification) and in other global
change drivers (especially land-use change, pollution and
aver-exploitation of resources), if greenhouse gas emissions
and other changes continue at or above current rates (high
confidence).

By 2100, ecosystems will be exposed to atmospheric CO, levels
substantially higher than in the past 650,000 years, and global
temperatures at least among the highest of those experienced in
the past 740,000 years (very high confidence) [4.2, 44.10,
4.4.11: Jansen et al., 2007]. This will alter the structure, reduce
biodiversity and perturb functioning of most ecosystems, and
compromise the services they currently provide (high
confidence) [4.2,4.4.1,4.42-44.9,44.10,44.11, Figure 4.4,
Table 4.1]. Present and future land-use change and associated
landscape fragmentation are very likely to impede species’
migration and thus impair natural adaptation via geographical
range shifts (very high confidence) [4.1.2,4.2.2,44.5,4.4.10].

Saveral major carbon stocks in terrestrial ecosystems are
vulnerable to current climate change and/or land-use
impacts and are at a high degree of risk from projected
unmitigated climate and land-use changes (high
confidence).

Several terrestrial ecosystems individually sequester as much
carbon as is currently in the atmosphere (very high confidence)
[44.1,446,448,44.10,4.4.11). The terrestrial biosphere is
likely 10 become a net source of carbon during the course of this
century (medium confidence), possibly earlier than projected by
the IPCC Third Assessment Report (TAR) (low confidence) [4.1,
Figure 4.2]. Methane emissions from tundra frozen loess
(‘yedoma’, comprising about 500 Pg C) and permafrost
(comprising about 400 Pg C) have accelerated in the past two
decades, and are likely to accelerate further (high confidence)
[4.4.6]. Al current anthropogenic emission rates, the ongoing
positive trends in the terrestrial carbon sink will peak before
mid-century, then begin diminishing, even without accounting
for tropical deforestation trends and biosphere feedback, tending
strongly towards a net carbon source before 2100, assuming
continued greenhouse gas emissions and land-use change trends
at or above current rates (high confidence) [Figure 4.2, 4.4.1,
4.4.10, Figure 4.3, 4.4.11], while the buffering capacity of the
oceans will begin to saturate [Denman et al., 2007, e.g., Section
7.3.5.4). While some impacts may include primary productivity
gains with low levels of climate change (less than around 2°C
mean global change above pre-industrial levels), synergistic
interactions are likely to be detrimental, e.g., increased risk of
irreversible extinctions (very high confidence) (4 4.1, Figure 4.2,
44.10,Figure 4.3,4.4.111. .

Approximately 20 to 30% of plant and animal species
assessed so far (in an unbiased sample) are likely to be at

increasinaly high risk of extinction as global mean
temperatures exceed a warming of 2 to 3°C above pre-
industrial levels (medium confidence) [4.4.10, 4.4.11, Figure
4.4, Table 4.1].

Projected impacts on biodiversity are significant and of key
relevance, since global losses in biodiversity are irreversible
(very high confidence) [4.4.10, 4.4.11, Figure 4.4, Table 4.1].
Endemic species richness is highest where regional
palaeoclimatic changes have been muted, providing
circumstantial evidence of their vulnerability to projected
climate change (medium confidence) [4.2.1]. With global
average temperature changes of 2°C above pre-indu strial levels,
many terrestrial, freshwater and marine species (particularly
endemics across the globe) are at a far greater risk of extinction
than in the recent geological past (medium confidence) [4.4.5,
4411, Figure 4.4, Table 4.1]. Globally about 20% to 30% of

- species (global uncertainty range from 10% to 40%, but varying

among regional biota from as low as 1% to as high as 80%) will
be at increasingly high risk of extinction, possibly by 2100, as
global mean temperatures exceed 2 to 3°C above pre-industriai
levels [4.2, 4.4.10, 44,11, Figure 4.4, Table 4.1]. Current
conservation practices are generally poorly prepared to adapt to
this level of change, and effective adaptation responses are likely
to be costly to implement (high confidence) [4.4.11, Table 4.1,
4.6.1].

Substantial changes in structure and functioning of
terrestrial ecosystems are very likely to occur with a global
warming of more than 2 to 3°C above pre-industrial levels
(high confidence).

Between about 25% (IPCC SRES B1 emissions scenario; 3.2°C
warming) and about 40% (SRES A2 scenario; 4.4°C warming)
of extant ecosystems will reveal appreciable changes by 2100,
with some positive impacts especially in Africa and the Southern
Hemisphere arid regions, bul extensive forest and woodland
decline in mid- to high latitudes and in the tropics, associated
particularly with changing disturbance regimes (especially
through wildfire and insects) [4.4.2, 443,445,44.10,44.11,
Figure 4.3]. ‘

Substantial changes in structure and functioning of marine
and other aquatic ecosystems are very likely to occur with
a mean global warming of more than 2 to 3°C above pre-
industrial levels and the associated increased atmospheric
CO, levels {high confidence).

Climate change (very high confidence) and ocean acidification
(medium confidence) will impair a wide range of planktonic and
shallow benthic marine organisms that use aragonite to make
their shells or skeletons, such as corals and marine snails
{pteropods), with significant impacts particularly in the Southemn
Ocean, where cold-waler corals are likely to show large
reductions in geographical range this century [4.4.9, Box 4.4].
Substantial loss of sea ice will reduce habitat for dependant
species (e.g., polar bears) (very high confidence) [4.4.9,44.6,
Box 4.3,4.4.10, Figure 4.4, Table 4.1, 154.3, 15.4.5]. Terrestrial
tropical and sub-tropical aquatic systems are at significant risk
under at least SRES A2 scenarios; negative impacts across about
25% of Africa by 2100 (especially southem and western Africa)
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will cause a decline in both water quality and ecosystem goods
d services (high confidence) [4.4.8].

Ecosystems and species are very likely to show a wide
range of vulnerabilities to climate change, depending on
imminence of exposure to ecosystem-specific, critical
thresholds (very high confidence).

Most vulnerable ecosystems include coral reefs, the sea-ice
biome and other high-latitude ecosystems (e.g., boreal forests),
mountain ecosystems and mediterranean-climate ecosystems
(high confidence) [Figure 44, Table 4.1,4.4.9, Box 4.4, 4.4.5,
446,Box 4.3,44.7,444,44.10,44.11]. Least vulnerable
ecosystems include savannas and species-poor deserts, but this
assessment is especially subject to uncertainty relating to the
CO,-fertilisation effect and disturbance regimes such as fire (low
confidence) [Box 4.1, 4.4.1, 442, Box 4.2, 443, 44,10,
44.11].

4.1 Introduction

An ecosystem can be practically defined as a dynamic
complex of plant, animal and micro-organism communities, and
the non-living environment, interacting as a functional unit
(Millennitm Ecosystem Assessment, Reid et al,, 2005).
Ecosysterns may be usefully identified through having strong

interactions between components within their boundaries and
‘:eak interactions across boundaries (Reid et al., 2005, part 2).
Ecasystems are well recognised as critical in supporting human
well-being (Reid et al., 2005), and the importance of their
preservation under anthropogenic climate change is explicitly
highlighted in Article 2 (The Objective) of the United Nations
Framework Convention on Climate Change (UNFCCC).

In this chapter the focus is on the properties, goods and
services of non-intensively managed and unmanaged
ecosystems and their components (as grouped by widely
accepted functional and structural classifications, Figure 4.1),
and their potential vulnerability to climate change as based on
scenarios mainly from TPCC (see Chapter 2 and IPCC, 2007).
Certain ccosystem goods and services are treated in detail in
other sectoral chapters (this volume): chapters 3 (water), 5 (food,
fibre, fisheries), 6 {coasts) and 8 (health). Key findings from this
chapter are further developed in the synthesis chapters 17 to 20
(this volume). Region-specific aspects of ecosysiems are
discussed in chapters 9 1o 16 (this volume). This chapter is based
on work published since the Third Assessment Report of the
IPCC (TAR) (Gitay et al., 2001). We do not summarise TAR
findings here, but refer back to relevant TAR results, where
appropriate, to indicate confirmation or revision of major
findings.

Projecting the impacts of climate change on ecosystems is
complicated by an vneven understanding of the interlinked

emporal and spatial scales of ecosystem responses. Processes
.11 large spatial scales, i.e., the biosphere at the global scale. are
generally characterised by slow response times on the order of
centuries, and even up to millennia (Jansen et al., 2007).
However, it is also important to note that some large-scale
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responses in the palacorecord (Jansen et al., 2007} and to current
climate anomalies such as El Nifio events may emerge at much
shorter time-scales (Holmgren et al., 2001, Sarmiento and
Gruber, 2002; Stenseth et al., 2002; van der Werf et al., 2004),
Al continental scales; biomes (see Glossary) respond at decadal
to millennial time-scales (e.g., Davis, 1989; Prentice et al,, 1991;
Lischke et al., 2002; Neilson et al., 2005), and groups of
organisms forming ecological communities at the regional scale
have shorter response times of years to centuries. Responses of
populations (i.e., interbreeding individuals of the same species)
occur at intermediate temporal scales of months to centuries, and
underpin changes in biodiversity. These include changes at the
genetic level that may be adaptive, as demonstrated for example
for trees (Jump et al., 2006) and corals (Coles and Brown, 2003).
Fast physiological response times (i.e., seconds, hours, days,
months) of micro-organisms, plants and animals operate at small
scales from a leaf or organ 1o the cellular level; they underlie
organism responses to environmental conditions, and are
assessed here if they scale up to have a significant impact at
broader spatial scales, or where the mechanistic understanding
assists in assessing key thresholds in higher level responses.
The spatial distribution of ecosystems at biome scale has
traditionally been explained only in terms of climate control
(Schimper, 1903), but it is increasingiy apparent that disturbance
regimes such as fire or insects may strongly influence vegetation
structure somewhat independently of climate (e.g., Andrew and
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Figure 4.1. Major ecosystems addressed in this report, with their
global areal extent (lower panel, Mkm?), transformed by land use in
yellow, untransformed in purple, from Hassan et af. (2005), except for
mediterranean-climate ecosystems, where transformation impact is
from Myers et al. (2000), and total carbon stores (upper panel, PgC) in
plant biomass {green), soil {brown), yedoma/permafrost (light blue). D=
deserts, G&S(tr) = tropical grasslands and savannas, G{te) = temperate
grasslands, ME = mediterranean ecosysterms, F(ir) = tropical forests,
Fite) = temperate forests, F(b) = boreal forests, T = tundra, FW =
freshwater lakes and wetlands, C = croplands, O = oceans. Dala are
from Sabine et al. (2004, Tabla 2.2, p. 23), except for carbon content of
yedoma permafrost and permafrost (light biue columns, left and right,
respectively, Zimov et al., 2006), ocean organic carbon content
(dissolved plus particulate vrganic; Denman et al., 2007, Section
7.3.4.1), and ocean surface area from Hassan et al. (2005, Summary,
Table C2, p. 15, inseried as a number). Figures here update the TAR
(Prentice at al., 2001), especially through considering soil Cto 3m
depth {Jobbagy and Jackson, 2000), as opposed to T m. Approxirmnate
carbon content of the atmosphere (PgC) is indicated by the dotted
fines for last glacial maximum (LGM), pre-industrial (P-IND} and current
{about 2000).
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often more prone to local extirpations than larger, more
widespread populations (e.g., Gitay et al., 2002; Davis et al.,
2005; Lovejoy and Hannah, 2005). Although connectivity,
genetic diversity and population size are important current
conservation goals, climate change increases their importance.
The reduction and fragmentation of habitats may also be
facilitated through increases in agricultural productivity (e.g.,
Goklany and Trewavas, 2003) reducing pressures on natural
ecosystems. However, increasing demand for some types of
biofuels may negate this potential benefit (e.g., Busch, 2006).

Reducing stress on ecosystems is difficult, especially in
densely populated regions. Recent studies in southern Africa
have signalled the need for policy to focus on managing areas
outside protected areas (c.g., subsistence rangelands — Von
Maltitz et al., 2006). This can, in part, be achieved through the
devolution of resource ownership and management 10
communities, securing community tenure rights and incentives
for resource utilisation. This argument is based on the
observation that greater species diversity occurs outside
protected areas that are more extensive (Scholes et al., 2004).
Species migration between protected areas in response (0
shifting climatic conditions is likely to be impeded, unless
assisted by often costly interventions geared towards landscapes
with greater ecological connectivity. Strategic national policies
could co-ordinate with communal or private land-use systems,
especially when many small reserves are involved and would be
particularly cost-effective if they address climate change
proactively. Finally, migration strategies are very likely to
become substantially more effective when they are implemented
over larger regions and across national borders {e.g.. Hansen et
al., 2003).

Controlled burning and other techniques may be useful to
reduce fuel load and the potential for catastrophic wildfires. It
may also be possible 10 minimise the effect of severe weather
events by, for example, securing water rights to maintain water
levels through a drought, or by having infrastructure capable of
surviving floods. Maintaining viable and widely dispersed
populations of individual species also minimises the probability
that localised catastrophic events will cause significant negative
effects (e.g., hurricane, typhoon, flood).

Climate change is likely to increase opportunities for invasive
alien species because of their adaptability to disturbance
(Stachowicz ef al., 2002; Lake and Leishman, 2004). Captive
breeding for reintroduction and translocation or the use of
provenance trials in forestry are expensive and likely to be less
successful if climate change is more rapid. Such change could
result in large-scale modifications of environmental conditions.
including the loss or significant alteration of existing habitat over
some or all of a species’ range. Captive breeding and
wranslocation should therefore not be perceived as panaceas for
the loss of biological diversity that might accompany large
changes in the climate. Populations of many species are already
perilously small, and further loss of habitat and stress associated
with severe climate change may push many taxa to extinction.

A costly adaptation option would be the restoration of habitats
currently under serious threat, or creation of new habitats in
areas where natural colonisation is unlikely to occur
(Anonymous, 2000). In many cases the knowledge of ecosystem

interactions and species requirements may be lacking.
Engineering habitats to facilitate species movements may call
for an entirely new field of study. Engineering interactions to
defend coastlines, for example, that change the connectivity of
coastal ecosystems, facilitate the spread of non-native species
(Bulleri, 2005) as well as warm-temperate species advancing
polewards (Helmuth et al., 2006; Mieszkowska et al., 2006).

Ultimately, managers may need to enhance or replace
diminished or lost ecosystem services. This could mean manual
seed dispersal or reintroducing pollinators. In the case of pest
outbreaks, the use of pesticides may be necessary. Enhancing or
replacing other services, such as contributions to nutrient
cycling, ecosystem stability and ecosystem biodiversity may be
much more difficult. The loss or reduced capacity of ecosystem
services is likely to be a major source of ‘surprises’ from climate
change.

4.6.2 Assessing the effectiveness and costs of
adaptation options

There are few factual studies that have established the
effectiveness and costs of adapiation options in ecosystems.
Unfortunately, this makes a comprehensive assessment of the
avoided damages (i.¢., benefits) and costs impossible (see also
Section 4.5). But the costs involved in monitoring, increasing
the resilience of conservation networks and adaptive
management are certainly large. For example, the money spent
annually on nature conservation in the Netherlands was recently
estimated to be € 1 billion (Milieu en Natuurplanbureau, 2005).
Of this amount, € 285 million was used to manage national parks
and reserves and €280 million was used for new reserve
network areas and habitat improvement; the main objective
being to reduce fragmentation between threatened populations
and to respond 1o other threats, The reserve network planned for
the Netherlands (to be established by 2020) will increase the
resilience of species, populations and ecosystems (o climate
change, but at a high cost. Although not defined explicitly in this
way, a significant proportion of these costs can be interpreted as
climate adaptation costs. '

4.6.3 Implications for biodiversity

Many studies and assessments stress the adverse impacts of
climate change on biodiversity (e.g., Gitay et al., 2002; Hannah
and Lovejoy, 2003; Thomas et al., 2004a; Lovejoy and Hannah,
2005; Schrter et al., 2005; Thuiller et al., 2005b; van Vliet and
Leemans, 2006), but comprehensive appraisals of adaptation
options to deal with declining biodiversity are rare.

The UN Convention on Biological Diversity (CBD,
http://www.biodiv.org) aims to conserve biodiversity, to
sustainably use biodiversity and its components and to fairly and
equitably share benefits arising from the utilisation of
biodiversity. This goes much further than most national
biodiversity policies. The CBD explicilly recognises the use of
biodiversity, ecosystems and their services and frames this as
developmental issue. As such, it extends heyond UNFCCC's
objective of “avoiding dangerous human interference with the
climate system at levels where ecosystems cannot adapt
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naturally”. The main tool proposed by the CBD is the ecosystem
proach (Smith and Malthby, 2003) based on integrated
esponse options that intentionally and actively address
ecosystem services (in¢luding biodiversity) and human well-
being simultaneously, and involve all stakeholders at different
institutional levels, The ecosystem approach resembles
sustainable forest management projects (FAQ, 2001). In theory,
the ecosystem approach helps the conservation and sustainable
use of biodiversity, but applications of the approach have had
limited success (Brown et al., 2005a). Integrated responses
include, however, learning by doing; a proactive approach that
should increase the resilience of ecosystems and biodiversity.

Interactions with other policies and policy
implications

4.6.4

Formulating integrated policies that cut across multiple UN
conventions, such as the UNFCCC, CBD and Convention to
Combat Desertification (CCD), could produce win-win
situations in addressing climate change, increasing resilience
and dealing with other policy issues (Nnadozie, 1998). Strategies
aimed at combating desertification, for example, contribute
towards increased soil carbon and moisture levels. Mitigation
strategies focused on afforestation, including projects under the
Clean Development Mechanism (CDM, see Glossary), could
help ecosystem adaptation through improved ecological
connectivity. The ecosystem approach can fulfil objectives

cified by different conventions (Reid et al., 2005} and, in

ssessing adaptation strategies, such synergies could be
identified and promoted.

4.7 Implications for sustainable
development

Over the past 50 years, humans have converted and modified
natural ecosystems more rapidly and over larger areas than in any
comparable period of human history (e.g., Steffen et al., 2004).
These changes have been driven by the rapidly growing demands
for food, fish, freshwater, timber, fibre and fuel (e.g., Vitousek et
al., 1997) and have contributed 10 substantial net gains in human
well-being and economic development, while resulting in a
substantial and largely irreversible loss of biodiversity and
degradation in ecosystems and their services (Reid et al., 2005).

The consequences of policies 10 address the vulnerability of
ecosystems to climate change at both the national and
international level are not yet fully understood. There is growing
evidence that significant impacts on the environment may result
from perverse or unintended effects of policies from other sectors,
which directly or indirecily have adverse consequences on
ecosystems and other environmental processes (Chopra et al.,
2005). Land re-distribution policies, for example, white designed

o increase food self-sufficiency also contribute to reducing carbon
equestration and loss of biodiversity through extensive clear-
cutting.

Effective mechanisms 1o analyse cross-sectoral impacts and
to feed new scientific knowledge into policy-making are
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necessary {Schneider, 2004). There is substantial evidence to
suggest that developing and implementing policies and strategies
10 reduce the vulnerability of ecosystems to climate change is
closely linked to the availability of capacity to address current
needs (e.g., Chanda, 2001). Thus, prospects for successful
adaptation to climate change will remain limited as long as
factors (e.g., population growth, poverty and globalisation) that
contribute to chronic vulnerability to, for example, drought and
floods, are not resolved (Kates, 2000; Reid et al., 2005).
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development

Large differences in natural and socio-economic conditions
among regions mitigate against simple solutions to the problem of
ecosystem degradation and loss of services. Many interactions,
lags and feedbacks, including those that operate across a range of
spatial, temporal and organisational scales generate complex
patterns which are not fully understood. Past actions to slow or
reverse the degradation of ecosystems have yielded significant
results, but these improvements have generally not kept pace with
growing pressures (Reid et al., 2005). However, sound
management of ecosystem services provides several cost-effective
opportunities for addressing multiple development goals in a
synergistic manner (Reid et al., 2005).

Progress achieved in addressing the Millennium Development
Goals (MDGs) is unlikely to be sustained if ecosysiem services
continue to be degraded (Goklany, 2005}. The role of ecosystems
in sustainable development and in achieving the MDGs involves
an array of stakeholders (Jain, 2003; Adeel et al., 2005). Evidence
from different parts of the world shows that in most cases it is far
from clear who is ‘in charge’ of the long-term sustainability of an
ecosystern, let alone of the situation under future climates.
Responding and adapting Lo the impacts of climate change on
ecosystems calls for a clear and structured system of decision
making at all levels (Kennett, 2002). Impacts of climate change on
ccosystems also show strong interrelationships with ecosystem
processes and human activities at various scales over time.
Addressing these impacis requires a co-ordinated, integrated,
cross-sectoral policy framework with a long-term focus; a strategy
that so far has not been easy to implement (Brown, 2003).

4.7.2 Subsistence livelihoods and indigenous
peoples

The impacts of climate change on ecosystems and their services
will not be distributed equalty around the world. Dryland, mountain

.and mediterranean regions are likely to be more vulnerable than

others (Gitay et al., 2001) and ecosystem degradation is largest in
these regions (Hassan et al., 2005). Climate change is likely to cause
additional ineguities, as its impacts are unevenly distributed over
space and time and disproportionately affect the poor (Tol, 2001,
Stern, 2007). The term "double exposure” has been used for regions,
sectors, ecosystems and social groups that are confronted both by
the impacts of climate change and by the consequences of economic
globalisation (O’ Brien and Leichenko, 2000). Thus special attention
needs to be given to indigenous peoples with subsistence livelihoods
and groups with limited access to information and few means of
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Table 1. Data for the determination of the turquoise bead source ares; ppm, parts per million.
Snaketown ' Himalaya
Element Group Group Unclassi- Group Group Crescent
A _B fied A B
Trace element data (ppm)
Co 1.67 1.78 1.95 1.3 1.78 1003.0
Cr 1.66 1.44 1.20 1.54 2.30 67.3
Eu 0.26 032 0.28 0.27 0.63 .
St 2.10 290 1.43 1.76 2.10 4.66
Sc 351 101.5 15.1 36.2 106.4 65.3
Ta * . * . . 3260
Similarity coefficients

Snaketown

Group A 1.000

Group B 835 1.000

Unclassified 544 337 1.000
Himalaya

Group A 946 .B08 613 1.000

Group B 861 991 565 .840 1.000
Crescent .143 177 092 208 .101 1.000
*Not detected.

limits for the Himalaya-Snaketown tur-
quoise, but were present in many of the
other samples. These basic differences
served to distinguish the California source
area from other localities by simple exam-
ination of the data.

The Snaketown beads fell into two
groups of five and seven samples cach,
based on Sc contents of 35 ppm (group A)
and 100 ppm (group B}, with | sample un-
classified. The data for samples from the
Himalaya mine also fell into the same two
groups, emphasizing the need lor muktiple
samples from each geographic source area.

In order to characterize the mine areas
statistically, it was nccessary to compare
the concentrations of all trace clements si-
multaneously. The multivariate statistic
devised by Borchardt et al. (8), in which the
ratio of each element concentration in a
pair of samptes is summed and divided by
the number ol elements, was found to be
the most useful for these data (9). The
coefficients thus obtained are representa-
tive of the degree of similarity, or dis-
similarity, between two or more samples.
That is, the coefficients are a means of
quantifying the degree of correlation based
on sample analytical data. Perfect sim-
flarity results in a value of 1.0, and large
differences result in coefficients near zero.
Borchardt e al. determined by replicatc
anaiyses that coefficients above .B00 were
indicative of an accurate correlation at the
95 percent confidence level. Conversely,
values below .560 indicated that a pair of
samples probably were not from the same
site.

Table 1 shows the correlation coefficient
matrix for the two Snaketown groups, the
unclassified bead, the two Himalaya mine
groups, and for the Crescent mine in Ne-
vada. On the basis of Borchardt’s criterion,
there is good correlation between samples

460

from Snaketown A and Himalaya A, and
between Snaketown B and Himalaya B.
The Crescent sample is clearly unrelated.

The similarity coefficients, then, sub-
stantiated the conclusion that trace ele-
ment patterns for the Snaketown beads
correlated with that of turquoise from the
Himilaya group of mines near Halloron
Springs, but not with the data from the 23
other mines analyzed. The 13 turquoise
beads, however, represent only a portion
of the turquoise from the site. Since
turquoise was widely traded in the South-
west, it is possible that other sources may
by represented in other artifacts from
Snakctown.

Cultures and cultural ties are constantly
changing, and it is expected that trade pat-
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of detecting, or monitoring, these changes.
Further identification of source areas uti-
lized by particular cultural groups should
provide additional information on the na-
ture of prehistoric resource acquisition and
exchange routes.

ANNE COLBERG SIGLEO
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Universiiy of Arizona,
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Climatic Change: Are We on the Brink of a

Pronounced Global Warming?

Abstract. If man-made dust is unimportani as a major cause of climatic change, then a
strong case can be made that the present cooling trend will, within a decade or so. give
way 1o a pronounced warming induced by carbon dioxide. By analogy with similar evenlts
in the past, the natural climatic cooling which, since 1940, has more than compensated
Jor the carbon dioxide effect, will soon bottom out. Once this happens, the exponential
rise in the aimospheric carbon dioxide content will tend 10 become a significant Jactor
and by early in the next century will have driven the mean planetary temperature beyond
the limits experienced during the fast 1000 years.

The fact that the mean global temper-
ature has been falling over the past several
decades has led observers to discount the
warming effect of the CO, produced by the
burning of chemical fuels. In this report 1
present an argument to show that this
complacency may not be warranted. It is
possible that we are on the brink of a sev-
eral-decades-long period of rapid warming.
Briefiy, the argument runs as follows. The

"0 record in the Greenland ice core (1)
strongly suggests that the present cooling
is one of a long serics of similar natural cli-
matic fluctuations. This cooling has, over
the last three decades, more than com-
pensated for the warming effect produced
by the CO, relecased into the atmosphere as
a by-product of chemical fuel combustion.
By analogy with similar events in the past,
the present natural cooling will, however,
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bottom out during the next decade or so, Table 1. Reconstruction and prediction of atmespheric CO, contents based on fuel consumption

tainties with regard to the amount, the op-
tical properties, and the distribution of
man-made particles (2. 3). Man-made heat
currently runs a poor third to CO, and
dust. I1s effects will, for at least a few dec-
ades, remain entirely local (4). In this re-
port only the interaction of the CO, effect
and natural climatic change is considered.
As other anthropogenic effects are shown
to be significant and as means to quan-
titatively predict their future influence on
global temperatures are developed, they
can be included in models such as this.
Meanwhile it is important to consider the
potential impact of the two causes of
change for which we do have quantitative
information. ’

‘A number of people have made esti-

ates of the change in global temperature
that would result if the atmospheric CO,
content were to double. These estimates
range from 0.8° wo 3.6°C, Manabe and
Wethcrald's value (5) of 2.4°C, based on a
model assuming fixed relative humidity
and cloudiness, is the most widely used.
The difference between this estimate and
that of 0.8°C by Rasool and Schneider (J)
has been largely resolved. When an im-
proved infrared radiation scheme is in-
troduced into the Manabe-Wetheraid cal-
culation, the result drops to 1.9°C (6).
However, Manabe and Wetherald (6) have
suggested, on the basis of some prelimi-
nary three-dimensional calculations, that
the effect in polar regions is much larger

Once this happens, the CO, effect will tend  9t2-
to become a significant factor and by the Chemical Excess Excess Excess CO, Global
first decade of the next century we may ex- f::;; amo- atmo- atmo- Wﬂl;m temper-
rience global temperatures warmer than Y ©ar co, spheric spheric spheric of the _ ature
i . £ Co, co, CoO, atmosphere? increase}
y in the last 1000 years. The remainder {x 10" g) (x 10 g) (%) (ppm) (ppm) )
f this report will be devoted to the elabo- 002
ration of the assumptions used in con- ::?g :g ;? ?3 3 %33 04
structing the curves shown in Fig. | which g9 0.7 a8 23 6 299 o7
displays this projection. 1930 13.6 6.8 At 9 302 09
Of the climatic cffects induced by man, 1940 17.9 89 41 12 305 1
only that for CO,; can be conclusively dem- 1930 23.3 11.6 5.3 16 309 15
.. - 1960 312 15.6 7.2 21 3144 21
onstrated to be globally significant. It is
. f . 1970 40 220 10.2 P 3224 29
difficult to determine the significance of the 1980|| 63 31 14 42 1s A2
next most important climatic effect in-  1990]) g8 4 20 58 351 .58
duced by man, “dust,” because of uncer- 2000|| 121 60 28 80 3713 80
2010|) 167 83 38 110 403 1.10

*On the agsumplion that 50 percent of the CO, produced by the bumi% of fuel remains in the aumosphere,

TThe preindustrial atmospheric partial pressure of CO, is assumed 10 be

twmtum increase for cach 10 percent risc in the ai
1960,

314 ppm; value for 1970, 322 ppm (8).

will “saturale™ over an ever greater por-
tion of the band. Rasool and Schneider (3)
point out that the temperature increases as
the logarithm of the atmospheric CO, con-
tent. Thus, if doubling of the CO; content
raises the temperaturc by 2.4°C, then a 10
percent increcasc in the CO; content will
raise the temperature by 0.32¢C.

With respect to the amounts of CO; to
be expected in the atmosphere, we arcin a
position to make fairly accurate estimates.
Mecasurements carried out by Kecling and
his co-workers on the island of Hawaii
over the past 15 years suggest that the CO,
content of the atmosphere rose an average
of 0.7 part per million (ppm) per year
from 1958 to 1972 (8). Had all the CO;
generated by the burning of chemical fuels
remained in the atmosphere, the rate of in-
crease in the atmospheric CO, content
should have been about 1.5 ppm/year.
Thus, about half of the CO; added to the
atmosphere is seemingly being removed (o
the sea (through combination with the
CO,* ion} and to the terrestrial biosphere
(through enhanced photosynthesis). Calcu-
lations based on the model of Broecker ez

3 ppm. jAssumes 2 0.3°C

ric CO, content. §Value observed on Hawsii for

|| Post-1972 growth rate taken to be 3 percent per year.

al. suggest that uptake by the sca can ac-
count for the removal of 35 & 10 percent
of the CO, produced (9). Other investiga-
tors (J0), using oceanic mixing models
which neglect short-term transfer between
the surface ocean and the main oceanic
thermocline, conclude that considerably
smaller fractions o' the CO; have gone into
the ocean. In order to match the observed
rate of increase in the atmospheric CO,
content, these authors are required to put
what I consider to be an inordina .zly large
part of the CO, into the terrestrial bio-
sphere. If the ocean is currently the main
sink for the *missing” CO,, the models
suggest thay, if our CO, production contin-
ues 10 increase at the rate of several per-
cent per year, the fraction of this CO, re-
maining in the atmosphere will remain
nearly constant over the next several dec-
ades (9. If, on the other hand, a major
fraction of the chemical fuel CO, is being
removed to the terrestrial biosphere, we
are not in as good a position to state how
the distribution coefficient between the at-
mosphere and other reservoirs will change
with time. On the time scale of a few dec-

[ T T T T T T ]
than for the *““typical” atmospheric col- "
umn. This polar amplification leads to an s [ T
enhancement of the global effect, bringing S sk ]
the value up 10 somewhat above 2.4°C. Al- Fig. |. Curves for the global 8 €O, effect plus
though surprises may yct be in store for us temperature change duc 1o 2 - Camp Century cycles -
when larger compulers and a better knowl- chemical fucl CO, natural o
cdge of cloud physics allow the next stage glf-':'hzufw?gé;:;lgaenig fg 04t Meteorological N N ]
of the modeling to be accomplished, the sured temperature snomaly & R records 4
magnitude of the CO, effect has probably '[or suocessivel S-ycalr mu:;s S 00 P \

i ithi rom metecorological records 5 Y - = N -
b°(°7';‘P1nned down to within a factor of 2 to over the last Oengllul'y is given § E\ // CO5 effect \\‘ // ":
The response of the global temperature for comparison. e /Q\Qmp Certury

10 the atmospheric CO, content is not lin- et , q]’cm . ; , ,
ear. As the CO, content of the atmosphere 1800 1850 1900 1950 2000
rises, the absorption of infrared radiation Year
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Fig. 2. Difference (per mil} between the *O/ O
ratio in decade composites of Greenland ice
from the Camp Century site and mean ocean
water as obtained by Dansgaard and his co-
workers (1). A decrease of 1 per mil in the %0
content corresponds to a 1.5°C drop in air
temperature. The curve on the left is the simula-
tion of the isotope curve obtained by combining
sinusoidal curves with periods of 80 and 180
years.

ades, however, there is no reason Lo believe
that it will change greatly.

The global temperature increase due to
CO,; in Fig. | is calculated on the basis of
the following assumptions: (i) 50 percent of
the CO, generated by the burning of chem-
ical fueis has in the past and will in the
acar future remain in the atmosphere; (ii)
the United Nations fucl consumption esti-
mates are used to 1960 {/1); between 1960
and 1975 a growth rate of 4.5 percent per
year is used, and from 1975 on a 3 percent
growth rate is predicted; (iii) for each 10
percent increase in the atmospheric CO,
content the mean global temperature in-
creases by 0.3°C. These calculations are
summarized in Table 1.

Meteorological records of the mean
global temperature are adequate only over
the last century. The mean global tempera-
ture (successive S5-year means) obtained
from these records by Mitchell (12) is giv-
en in Fig. 1. From this recerd alone little
can be said about the causes of climatic
fluctuations. It is too short and may be in-
fluenced by pollution. Obtaining compar-
able information from historic and natural
records for previous centurics has proved
very difficult. There is no simple relation
between the indices used and the tempera-
ture, and regional noisc tends to mask the
global picture. In my estimation the only
cxisting record which may give a picture of
the natural fluctuations in global tempera-
ture over the last 1000 years is that from
the ice core taken at Camp Century in
northwestern Greenland. The air tempera-
ture over this site is being recorded in
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terms of the ratio of '*O to '*Q in the snow
which falls. Because of the polar amplifica-
tion of global climatic changes [noted both
in this cenwury’s metcorological records
(I12) and in models (6)), a strong signal
emerges from the regional noise, Measure-
ments on snow gencrated over a range of
polar temperatures show that for each 1°C
of cooling the O content of the precipita-
tion drops by about 0.7 per mil (/3). The
time scale is obtained by extrapolation of
the accumulation rates established by
counting seasonal couplets (/4), The wide-
ly quoted results of Dansgaard and his co-
workers of mecasurements on the Camp
Century core (/) are reproduced in Fig. 2.
Clearly the fluctuation in global tempera-
ture documented by meteorological obser-
vations over the last century is not unique;
similar changes have occurred in a more or
less regular fashion throughout the last
1000 years. Dansgaard and his co-workers
have shown by power spectral techniques
that cycles of 80 and 180 years appear in
this record. The model curve to the left of
the isotopic curve (Fig. 2) is their best fit to
the data based on the use of only 80- and
180-year cycles.

The amplitude of the last half “cycle” in
Greenland (1900 to 1940) as recorded in
the ice is about the same as that recorded
by meteorological observations (both give
about 1.5°C warming) (2, 3). Also the ice
core record is roughly in phase with the
global change recorded meteorologically.
Consistent with the Manabe-Wetherald
model (6), the amplitude of the temper-
ature change in the polar region is several
times larger than the global average.

“The curve of natural fluctuations drawn
in Fig. 1 was obtained as follows. The pat-
temn of the fluctuations is that obtained by
Dansgaard and his co-workers (/), assum-
ing that the 80- and 180-year periods domi-
nate the natural record. The amplitude of
the curve is reduced so that, when summed
with the CO, effect, it yields a reasonable

Table 2. Projections based on an analogy to
individual Camp Century cycles over the fast
BOO years.

Warm Yearsto  Projected date
peak next cold for next
No.* minimum®*  cold minimum

1 40 1980
2 25 1965
3 40 1980
4 35 1975
5 55 1995
6 30 1970
7 25 1965
8 kL) 1975
9 35 1975
Mean 35 1975
Simulationt 50 1990
*See Fig. 3. tSec Fig. 2.
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Fig. 3. Spacings between warm maxima and
cold minima for the “smoothed™ Camp Century
ice core '*0 curve.

match to the global temperature curve for
the last century (that is, a fourfold reduc-
tion due w polar amplification is made).
The resultant curve obtained by com-
bining the CO; effect with the simulated
natural curve shows dramatically what will
happen if the natural cooling trend bot-
toms out and swings into the next warming
phase according to the schedule postulated
here. Global temperature would begin a
dramatic rise which would continue for
about four decades (that is, half the 80-
year cycle). This warming would by the
year 2000 bring average global temper-
atures beyond the range experienced dur-
ing the last 1000 years. Until chemical fuel
consumption is dramatically reduced,
global temperatures would continue 10
rise. Future natural cycles would merely
modulate this ever-stecpening rise (4C-year
periods of more rapid increase followed by
40-year periods of less rapid increase).
Although the details of the argument
presented here depend largely on the re-
sults of Dansgaard er al. (f), simulation of
the Camp Century cycles, the sense of the
argument, is not dependent on these re-
sults. As shown in Fig. 3 and Table 2, a
similar conclusion with regard to the tim-
ing of the forthcoming natural minima
would be rcached by analogy with almost
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any portion of the Greenland record over
the last 700 years. If anything, the simula-
tion puts the next minimum farther into
the future than would estimates based
strictly on analogies with previous *‘cy-
."" Thus, whereas the exact date of the
inimum shown in the extended natural
climate curve (Fig. 1) is uncertain, its oc-
currenice in the next decade is probable.
The rate of warming beyond the minimum
is also open 10 question. As the CO, effect
will dominate, the uncertainty here lies
mainly in the estimates of future chemical
fuel use and in the magnitude of the warm-
ing per unit of excess atmospheric CO,.
The major point of the argument is that
over the past 30 years the warming trend
due to CO, has been more than countered
by a natural cooling. This compensation
cannot long continue both because of the
rapid growth of the CO; effect and because
the natural cooling will almost certainly
soon bottom out. We may be in for a cli-
matic surprisc. The onset of the ecra of
CO-induced warming may be much more
dramatic than in the absence of natural cli-
matic variations,

The agricultural consequences of this
ensuing warming are not cbvious (neither
are the implications to global sea level). A
knowledge of the mean global temperature
tells us little about the rainfall patterns in
the chief grain-producing regions. There is

Nile doubt, however, that this gradual
.arming will lead 10 changes in the pattern
of global precipitation. Our cfforts to un-
derstand and eventually to predict these
changes must be redoubled.

WALLACE S. BROECKER
Lamoni-Doherty Geological Observatory
and Department of Geological Sciences.
Columbia University,
Palisades, New York 10964
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Chiorinated Hydrocarbon Pollutants and Photosynthesis :

of Marine Phytoplankton: A Reassessment

Abstract. The chlorinated hydrocarbons DDT and PCB's {polychlorinated biphenyls),
ubiquitous pollutants of the marine environment, have been observed 1o reduce ihe cell
division rate of marine phytoplankton, thereby indirectly reducing the total photosyn-
thetic carbon fixation in treated culiures. The photosynthetic capacity of each cell was not
affected. Total marine photosynthesis will likely remain undiminished by these com-
pounds, although alterations in phytoplankton communities through selective toxicity

could affect herbivore populations.

Several persistent and ubiquitous chlori-
nated hydrocarbon pollutants of the ma-
rine environment, most notably PCB's
(polychlorinated biphenyls) and DDT
[1.1,1-trichloro-2,2-bis(p-chlorophenyl)cth-
ane], can reduce the growth rate (/, 2) and
have been reported to reduce photosynthe-
sis (2—4) in some marine phytoplankton
cultures. The decrcase in carbon fixation
observed in treated cultures (2—4), as mea-
sured by the incorporation of "“C-labeled
bicarbonate, could have resulted from an
inhibition of the photosynthetic process it-
self, or it may have been due to a depressed
growth rate, that is, fewer cells photo-
synthesizing in treated than in control cul-
tures.

1 conducted an experiment to determine
whether algal photosynthesis on a per cell
basis, as weli as on a per culture basis, was
affected by PCB’s or DDT. The organ-
ochlorine concentrations used were above
those found in natural waters (5), no at-
tempt was made to determine the toxicity
of environmentally realistic concentrations
of these compounds, as was done elsewhere
(6). The purpose of this study was to estab-
lish whether, in algae, photosynthetic car-
bon fixation itself is inhibited or whether
just growth is affected by these chemicals.

The three algal species studied (7) were
selected on the basis of their sensitivity to
chilorinated hydrocarbons: the growth of
Thalassiosira pseudonana and Skeleio-
nema costatum, common marine diatoms,
is affected by PCB’s and DDT (J), and
photosynthetic carbon fixation in cultures

of Coccolithus huxleyi and the two dia-
toms is reportedly reduced by DDT (2, 3).
Culture conditions and procedures have
been described clsewhere (8). Methanolic
solutions of PCB’s (Aroclor 1254) or DDT
were injected (/) into the cell suspensions
at time zero 1o give initial PCB concentra-
tions of 10 pg/liter (parts per billion) and
DDT concentrations of 50 ppb in the medi-
um. Equal volumes of methanol were add-
ed to the control cultures (9). These organ-
ochlorine compounds, at similar concen-
trations (or doses per cell), have been re-
ported to substantially depress the net
carbon fixation in monocultures of these
algal species (2, 3). At 48 hours, I ml of
medium was removed from each tube so
that cell counts could be determined (J0),
0.2 uc of [*C]NaHCO, was added (1),
and the cultures were incubated as before
for about 5 hours. The same procedure was
also carried out for dark controls. The celis
were then gently filtered through 0.8- xm
Millipore filters and washed with filtered
seawater; the radioactivity of the filters
was counted in a liquid scintillation coun-
ter (Tri-Carb, Packard). The entire experi-
ment was repeated with the two diatem
species.

Table 1 presents the 48-hour cell counts,
photosynthetic carbon fixation per culture,
and carbon uptake per cell (a). The dark
uptake of **C, which varied with cach spe-
cies (being 2 percent of the illuminated 7.
pseudonana '*C uptake, less than 1 percent
with S. costarum, and 10 percent with C.
huxleyi), was subtracted from the raw
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Climate change over the past ~30 years has produced numerous
shifts in the distributions and abundances of species'” and has
been implicated in one species-level extinction®. Using projec-
tions of species’ distributions for future climate scenarios, we
assess extinction risks for sample regions that cover some 20% of
the Earth’s terrestrial surface. Exploring three approaches in
which the estimated probability of extinction shows a power-
law relationship with geographical range size, we predict, on
the basis of mid-range climate-warming scenarios for 2050, that
15-37% of species in our sample of regions and taxa will be
‘committed to extinction’. When the average of the three methods
and two dispersal scenarios is taken, minimal climate-warming
scenarios produce lower projections of species committed to
extinction (~18%) than mid-range (~24%) and maximum-
change (~35%) scenarios. These estimates show the importance
of rapid implementation of technologies to decrease greenhouse
gas emissions and strategies for carbon sequestration,

The responsiveness of species to recent' and past*® climate
change raises the possibility that anthropogenic climate change
could act as a major cause of extinctions in the near future, with the
Earth set to become warmer than at any period in the past 1-40 Myr
(ref. 6). Here we use projections of the future distributions of
1,103 animal and plant species to provide ‘first-pass’ estimates of
extinction probabilities associated with climate change scenarios for
2050.

For each species we use the modelled association between current
climates (such as temperature, precipitation and seasonality)
and present-day distributions to estimate current distributional
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areas™, This ‘climate envelope’ represents the conditions under
which populations of a species currently persist in the face of
competitors and natural epemies. Future distributions are esl-
mated by assuming that current envelopes are retained and can be
projected for future climate scenarios™'?, We assume that a species
cither has no limits to dispersal such that its future distribution
becomes the entire area projected by the climate envelope model or
that it is incapable of dispersal, in which case the new distribution is
the overlap between current and future potential distributions (for
example, species with little dispersal or that inhabit fragmented
landscapes)". Reality for most species is likely to fall between these
extremes.

We explore three methods to estimate extinction, based on the
species—area relationship, which is a well-established empirical
power-law relationship describing how the number of species
relates to area (S = A%, where § is the number of species, A is
area, and ¢ and z are constants)'’, This relationship predicts
adequately the numbers of species that become extinct or threat-
ened when the area available to them is reduced by habitat
destruction''®. Extinctions arising from area reductions should
apply regardless of whether the cause of distribution loss is habitat
destruction or climatic unsuitability.

Because climate change can affect the distributional area of each
species independently, classical community-level approaches need
to be modified {see Methods). In method 1 we use changes in the
summed distribution areas of all species. This is consistent with the
traditional species—area approach: on average, the destruction of
half of a habitat results in the loss of half of the distribution area
summed across all species restricted to that habirat. However, this
analysis tends to be weighted towards species with large distribu-
tional areas. To address this, in method 2 we use the average
proportional loss of the distribution area of each species to estimate
the fraction of species predicted to become extinct. This approach is
faithful to the species—area relationship because halving the
habitat area leads on average to the propertional loss of half
the distribution of each species. Method 3 considers the extinc-
tion risk of each species in turn. In classical applications of the
species—area approach, the fraction of species predicted to
become extinct is equivalent to the mean probability of extinc-
tion per species. Thus, in method 3 we estimate the extinction
risk of each species separately by substituting its area loss in the
species—area relationship, before averaging across species (see
Methods). Our conclusions are not dependent on which of
these methods is used. We use z=10.25 in the species—area
relationship throughout, given its previous success in predicting
proportions of threatened species'*'?, but our qualitative con-
clusions are not dependent on choice of z (Supplementary
Information). As there are gaps in the data (not all dispersal/climate
scenarios were available for each region), a logit-linear model is
fitted to the extinction risk data to produce estimates for missing |
values in the extinction risk table {Table 1). Balanced estimates of
extinction risk, averaged across all data sets, can then be calculated
for each scenario.

For projections of maximum expected climate change, we esti-
mate species-level extinction across species included in the study to
be 21-32% (range of the three methods) with universal dispersal,
and 38-52% for no dispersal (Table 1). For projections of mid-range
climate change, estimates are 15-20% with dispersal and 26-37%
without dispersal (Table 1). Estimates for minimum expected
climate change are 9-13% extinction with dispersal and 22-31%
without dispersal. Projected extinction varies between parts of the
world and between taxonomic groups (Table 1}, so our estimates are
affected by the data available. The species—area methods differ from
one another by up to 1.41-fold {method 1 versus method 3) in
estimated extinction, whereas the two dispersal scenarios produce
a 1.98-fold difference, and the three climate scenarios generate
2.05-fold variation.
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Given its role in conservation planning, we also use a different
approach te estimate extinction, modified from the IUCN Red Data
Book listing procedure': this is semi-numerical and includes
components of expert judgement. Species are assigned to different
threat categories based on distribution sizes and declines, with each
category carrying a specified probability of extinction'® (see
Methods and Supplementary Information). For scenarios of maxi-
mum expected climate change, 33% (with dispersal) and 58%
(without dispersal) of species are expected to become extinct
(Table 1). For mid-range climate change scenarios, 19% or 45%
{(with or without dispersal) of species are expected to become
extinct, and for minimum expected climate change 11% or 34%
(with or without dispersal} of species are projected to become
extinct.

We can compare these values with the proportions of species
projected to become extinct as the-result of global habitat losses,
curtently the most widely recognized extinction threat. We apply
the species—area relationship to changes in global land use that have
taken place since human land conversion began'’. Estimates of
extinction range from 1% to 29%, depending on the biome
{considering only species restricted to single biomes; Table 2).
Given that a high proportion of the world’s species reside in tropical
forests {extinction estimate 4%; Table 2), global extinction related

to habitat loss would be expected to be in the lower half of the range,
and thus lower than the rate projected for scenarios of mid-range
climate change {24%; average of area methods). Projected conver-
sion of humid tropical forest at an annual rate of 0.43% (ref. 18)
from 1990 to 2050 predicts a further 6.3% of species committed to
extinction.

Regional differences are expected, so we also-compare the relative
risks during 2000-2050 associated with land use and climate change
(using area approaches) for the three region—taxon combinations
that correspond most closely to single habitat or biome types. First,
for montane Queensland forests', extinction risk is dominated by
climate change (7-13% and 43-58% predicted extinction for
minimum and maximum climate scenarios, respectively; 0% pre-
dicted on the basis of further habitat destruction, given its legal
protection). Second, for cerrado vegetation in Brazil, high rates of
habitat destruction'® make it possible that only current reserves will
survive. Making this pessimistic assumption, an estimated
additional 34% of all original species will be committed to extinc-
tion due to habitat destruction during 2000-2050, a value lower
than the 48-56% of woody plant species projected to be committed
to extinction for mid-range climate warming (38-45% for mini-
mum warming). Last, for South African Proteaceae, 27% of all
original species are projected to become extinct as a result of land use

Tablo 1 Projected percentage extinctions for different taxa and reglons

Taxcn Region With dispersal No digpersal
Minimum expected Mid-range Maximum expected Minimurm expected Mid-range Maximum expected
climatg change climate change climate change climata change climate change climate change

Mammals Mexico 2,4,5 2,57 - 9,14, 18 10, 15,20 -
n=96 5 8 24 26
Cueensland 10,13, 15 - 45, 54, 80 - - -
n=11 18 T
South Africa - 24, 32, 46 - - 28, 36, 59 -
n=5 [} 69

Birds Mexico 2,2,3 3,34 - 57.8 57,8 -
n=186 4 5 ] 8
Europe - - 4,66 - - 13, 25,38
n=734 7 48
Queenstand 7.9.10 - 49, 54, 72 - - -
n=13 12 85
South Africa - 28,28, 32 - - 33, 35, 40 -
n=5 0 51

Frogs Queensland 8,12,18 - 38,47, 67 - - -
n=23 13 68

Reaptiles Queensland 7,11, 14 - 43, 49, 64 - - -
n=18 9 768
South Africa - 21,2227 - - 33, 36, 45 -
n=26 [} 59

Buttarflies Mexico 1,34 3,45 - 6, 9. 11 g, 12, 15 -
n=a 7 7 13 19
South Afnica - 13,7,8 - - 35,45, 70 -
n=4 0 78
Australia 577 13,15, 16 21,22,26 9,11,12 18,21, 23 29,32, 36
n=24 7 22 33 16 as 54

Other invertebrates  South Africa - 18, 15,24 - - 28, 46, B0 -
n=10 0 85

Plants Amazonia - - 44, 36, 79 - - 100, 100, 99
n=9 69 87
Eurcpa 3,45 3,56 4,5,6 9,11, 14 10,13, 18 13, 17, 21
n=192 6 T 8 15 2 29
Cerrado - - - 38,39, 45 48, 48, 57 -
n=163 66 75
South Africa Proteaceae - 24,.21,27 - - 32, 30, 40 -
n=243 38 52

All species 9,10, 13 15, 15, 20 21,23,32 22,25 3 26,29, 37 38, 42, 52

1 19 32 34 45 58
n=604 n=1832 n=324 n=702 n =935 n= 259

Projacted percentage extinction vahses are given, based on species-area [for 2 = 0.25) and Red Data Book {bold) approaches. Tha three species—area estimates are ordared in each cell with method 1
giventirst, followed by method 2, then mathod 3. Values for 'All species’ are based on boththesa raw values and astimates interpolated for the mpty (-} cells (see Methods). in each instance, nisthe
number of species assessed direcily.
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Table 2 Estimatad eventual extinction based on habltat loss

Percentage of world surface area {from ret. 17)

Percentage of species expected to go extinct

Biome by the species—area approach {z = 0.25)
Undisturbed 1890 Area lost
Cropland Q.0 109 0.0 0.0
Pastura 0.0 231 0.0 0.0
Ica 1.7 1.7 0.0 Q.0
Tundra 4.8 4.8 0.2 1.0
Wooded tundra 20 1.9 0.1 1.1
Boreal forest 13.0 12.5 0.5 09
Cool conifer forast 27 2.1 0.6 8.1
Temperate mixed forast 5.2 2.2 3.0 18.2
Temperate deciduous forest 4.5 ’ 1.5 3.0 24.2
Warm mixed forest 4.7 1.9 28 20.3
Grassland/steppe 13.7 6.9 6.8 187
Hot desert 149 11.8 3.1 5.6
Serubland 7.3 1.9 54 28.9
Savannah 11.9 8.2 57 15.1
Tropical woodland 6.1 4.4 1.7 8.0
Tropical forest 7.8 8.4 1.1 4.0

changes during 2000-2050 (for a pessimistic linear extrapolation of
land use scenarios after 2020)%, falling between the 30—40% {with-
out dispersal) and 21-27% (with ubiquitous dispersal, which is
unlikely for these plants) projected extinction for mid-range climate
scenarios.

Many unknowns remain in projecting extinctions, and the
values provided here should not be taken as precise predictions.
Analyses need to be repeated for larger samples of regions and taxa,
and the selection of climate change scenarios need to be standard-
ized. Some of the most important uncertainties follow (see also
Supplementary Information). We estimate proportions of species
committed to future extinction as a consequence of climate change
over the next 50 years, not the number of species that will becorne
extinct during this period. Information is not currently available on
time lags between climate change and species-level extinctions, but
decades might elapse between area reduction {from habitat loss) and
extinction'. Land use should also be incorporated into analyses:
extinction risks might be higher than we project if future locations
of suitable climate do not coincide with other essential resources
{such as soil type or food resources). There is also uncertainty over
which species will inhabit parts of the world projected to have
climates for which no current analogue exists®. Equally impor-
tantly, all parts of the world will have historically unprecedented
CO, levels’, which will affect plant species and ecosystems™** and
herbivores®, resulting in novel species assemblages and
interactions.

Despite these uncertainties, we believe that the consistent overall
conclusions across analyses establish that anthropogenic climate
warming at least ranks alongside other recognized threats to global
biodiversity, Contrary to previous projections™, it is likely to be the
greatest threat in many if not most regions. Furthermore, many of
the most severe impacts of climate-change are likely to stem from
interactions between threats, factors not taken into account in
our calculations, rather than from climate acting in isolation. The
ability of species to reach new climatically suitable areas will be
hampered by habitat loss and fragmentation, and their ability to
persist in appropriate climates is likely to be affected by new invasive
species.

Minimum expected (that is, inevitable) climate-change scenarios
for 2050 produce fewer projected ‘committed extinctions’ (189%;
average of the three area methods and the two dispersal scenarios)
than mid-range projections (24%), and about half of those predicted
under maximum expected climate change (35%). These scenarios
would diverge even more by 2100. In other words, minimizing
greenhouse gas emissions and sequestering carbon™ to realize mini-
mum, rather than mid-range or maximum, expected climate warm-
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ing could save a substantial percentage of terrestrial species from
extinction. Returning to near pre-industrial global temperatures as
quickly as possible could prevent much of the projected, but slower-
acting, climate-related extinction from being realized. O

Methods

Climate-envelope modelling

The statistical match between climate variables and the boundaries of a species’
distribution (climate envelope) represents conditions in which a species (normally] shows
a positive demographic balance {rarely the absolute physical limits of a species, but the set
of conditions under which it survives in at least some multi-species communities). The
statistical approach is generic, but specific methods vary between studies (Supplementary
Information). The approach has been validated by successfully predicting distributions of
invading species when they arrive in new continents and by predicting distributional
changes in response to glacial climate changes; its scope has been discussed widely (see, for
example, refs 12, 26-29). Dispersal is assumed to be universal or zero (main text}, except
for the Mexican study in which universal dispersal’ is movement through contiguous
habitats'". ’

Climate scenarios

Climate projections for 2050 were divided into three categories: minimum expected
change resulting in a mean increase in global temperature of 0.8-1.7°C and in CO; of
500 p.p.m. by volume (p.p.m.v.}; mid-range scenarios with temperature increases of
1.8-2.0°C and CO; increases of 500-550 p.p.m.v.; and maximum expected scenarios with
temperature increases of >2.0°C and CO; increases >550 p.p.m.v. (ref. 30). Projections
for the year 2100 were allocated to 2050 scenarios according to their end temperatures and
CO, levels (Supplementary Information).

Species

Within each region we use only data for endemic species (near-endemic in two cases).
Neat-endemics are defined as =90% of the distribution area known 10 occur
{Eurapean birds) or thought to eccur {cerrado plants, given incomplete data) within the
region modelled. For European birds, near-endemics are included only if their extra-
European distribution is similar to climate space within Europe. The focus on
endemics permits us to model all range boundaries of each species (Supplementary
Information}.

Species—area approaches
Method 1 analyses overall changes in distribution areas, summed across species. The
proportion of species in a region going extinct (E,) is estimated as
’ E1 =1 = (EApcw {TAorigina )’

where A grgina is the area initially occupied by a species, and A pe is the future area
projected for the same species, with summation carried out across species.

Method 2 is based on the average proportional change in distribution area, averaged
across species. Regional extinction risk {E3) is

Er =1 = {(1/m)E(Avew  Aurigim)]})°

where 1 is the number of species and A e/ A origina 15 the proportional distribution change
for each species in tum.

Method 3 estimates the extinction risk of each species in turn, averaging across species
1o derive regional estimates of extinction (E,):

E3 = {1/m)E11 — (Anew/Acrigina )’}

Species for which A > Aoriging Were analysed as though Anqy = Aorigimati that is,
zero extinction would be returned by each equation if every species was projected to

147

©2004 Nature Publishing Group




[

letters to nature

expand {Supplementary Information). It is important to recognize that further work is
required to establish empirically how the absolute and proportional area losses of
individual species (in other words, the type of data from climate envelope projections) are
related to extinction risk. As yet, no agreed standard method exists for such calculations:
assumptions and uncertainties inherent in the thice methods will be considered in detail
clsewhere,

Extinction probability estimates were not available for all scenarios in every region/
taxon, so means of scenarios were calculated after using a least-squares analysis of
variance model to impute missing vatues. Region/taxon mean probabilities of
extinction for each scenario were logit-transformed and a three-way analysis of
variance was fitted (region/taxon X climate scenario X dispersal scenario; weighted by

wpecies PET Fegion/taxon study). The fitted model was used to impute expected
values of the probability of extinction for these region/taxon and scenario
combinations for which direct estimates were not available, Scenario means were then
calculated from the combined direct estimates and imputed values, using /Nypeca for
cach regionftaxon as weights.

Red Data Book criteria
Each specics is assigned to a threat category'®, or classified “Not Threatened’ {0% risk},
depending on the projected decline in area over 50 or 100 years (Supplementary
Information) and the final distribution area. Existing areas were considered, so we present
only the extra extinction attributable o climate change. Logit-transformed three-way
analysis of variance was used to estimate extinction risks for empty cells, as with the
species—arca approaches,

Extinct: species with a projected future area of zero {100% of species assumed to be
committed to eventual extinction).

Critically endangered: projected future distribution area <10 km?, or decline by >80%
in 50 years {species assigned a 75% chance of extinction’®).

Endangered: projected area 10-500km’, or 50-80% decline in 50 years (species
assigned a 35% chance of extinction'®). .

Vulnerable: projected area 500-2,000 km?, or >50% decline in 100 years on the basis
of linear extrapolation of 50-year projection (species assigned a 15% chance of
extinction'*),
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Egg and sperm cells (gametes) of the mouse are derived from a
founder population of primordial germ cells that are set aside
early in embryogenesis. Primordial germ cells arise from the
proximal epiblast, a region of the early mouse embryo that also
contributes to the first blood lineages of the embryonic yolk sac'.
Embryonic stem cells differentiate in vitro into cystic structures
called embryoid bodies consisting of tissue lineages typical of the
early mouse embryo®. Because embryoid bodies sustain blood
development, we reasoned that they might also support primor-
dial germ cell formation. Here we isolate primordial germ cells
from embryoid bodies, and derive continuously growing lines of
embryonic germ cells. Embryonic germ cells show erasure of the
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tral case). For the CE commitment, sea level
rises at about 25 cm/century (uncertainty range,
7 to more than 50 cm/century). The fractions
ising from unforced contributions to sea lev-
el rise are less than those in the CC case.
The CE results reinforce the common
knowledge that, in order to stabilize global-
mean temperatures, we eventually need to re-
duce emissions of greenhouse gases to well
below present levels (27). The CC results
are potentially more alarming, because they
are based on a future scenario that is clear-
ly impossible to achieve and so represent
an extreme lower bound to climate change
over the next few centuries. For temperature,
they show that the inertia of the climate sys-
tem alone will guarantee continued warming
and that this warming may eventually exceed
1°C. For sea level, a continued rise of about
10 em/century for many centuries is the best
estimate. Although such a slow rate may al-
low many coastal communities to adapt, pro-
found long-term impacts on low-lying island
communities and on vulnerable ecosystems
(such as coral reefs) seem inevitable.

Attachment 6
References and No) OCket 07A"447B

1. M, L Hoffert, A. ). Cal[
Res. 86, 6667 (1980). °

. ]. Hansen et al., Science cez, vif 1703

. T. M. L Wigley, M. E. Schlesinger, Nature 315, 649 {1985).

. T. M, L. Wigley, Climate Monitor 13, 133 (1984).

. R.T. Wetherald, R, ]. Stouffer, X. W. Dixon, Geophys.
Res. Lett. 28, 1535 (2001).

. T. M. L Wigley, S. €. B. Raper, in Climate and Sea Level
Change: Observations, Projections and implications, R A.
Warrick, E. M. Barrow, T. M. L Wigley, Eds, {Cambridge
Univ. Press, Cambridge, 1993), pp. 111-133.

7. R ). Stouffer, 5. Manabe, f, Clim. 12, 2224 (1999).

8. ). Hansen et al., /. Geophys. Res. 107, 4347, 10.1029/

2001)D001143 {2002).

9. R. A Pielke Sr., Bull. Am. Met. Soc, 84, 331 (2003).
10. T. M. L Wigley, S. C. B. Raper, Sejence 293, 451 (2007).
11. S. C.B. Raper, T. M. L Wigley, R. A, Warrick, in Sea-tevel
Rise and Coastal Subsidence: Causes, Consequences and
Strategies, | Milliman, 8. U. Haq, Eds. (Kluwer Academic
Publishers, Dordrecht, Netherlands, 1996), pp. 11-45.
T. M. L Wigley, 5. C. B. Raper, /. Clim. 15, 2845 (2002).
L. Cubasch, G. A. Meehl, in Climate Change 2001: The
Scientific Basis, |. T. Houghton et al., Eds. (Cambridge
Univ. Press, Cambridge, 2001), pp. 525-582.

S. C. B. Raper, ). M. Gregory, T. §. Osborn, Clim. Dyn.

17, 601 (2001).

Materials and methods are available as supporting

material on Science Online,

. A Church, ). M. Gregory, in Climate Change 2001: The

Scientific Basfs, ). T. Houghton et al., Eds. {Cambridge

Univ, Press, Cambridge, 2001), pp. 635-693.

[T B YT Y

[

12
13.

14.

15.

16.

How Much More Global Warming
and Sea Level Rise?

Gerald A. Meehl,”* Warren M. Washington, William D. Collins,
Julie M. Arblaster, Aixue Hu, Lawrence E. Buja,

Warren G. Strand, Haiyan Teng

Two global coupled climate models show that even if the concentrations of
greenhouse gases in the atmosphere had been stabilized in the year 2000, we
are already committed to further global warming of about another half degree
and an additional 320% sea level rise caused by thermal expansion by the end
of the 21st century. Projected weakening of the meridional overturning cir-
culation in the North Atlantic Ocean does not lead to a net cooling in Europe.
At any given point in time, even if concentrations are stabilized, there is a
commitment to future climate changes that will be greater than those we have

already observed.

Increases of greenhouse gases (GHGs) in the
atmosphere produce a positive radiative forc-
ing of the climate system and a consequent
warming of surface temperatures and rising sea
level caused by thermal expansion of the
warmer seawater, in addition to the contribu-
tion from melting glaciers and ice sheets (/, 2).
If concentrations of GHGs could be stabitized
at some level, the thermal inertia of the climate
system would still result in further increases in
temperatures, and sea level would continue to
rise (2-9). We performed multimember en-
semble simulations with two global coupled
three-dimensional climate models to quantify
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how much more global warming and sea level
rise (from thermal expansion) we could
experience under several different scenarios.
The Parallel Climate Model (PCM) has
been used extensively for climate change
experiments (f0-15). This model has a rela-
tively low climate sensitivity as compared to
other models, with an equilibrum climate
sensitivity of 2.1°C and a transient climate
response (TCR) (the globally averaged
surface air temperature change at the time
of CO, doubling in a 1% CO, increase
experiment) of [.3°C. The former is indica-
tive of likely atmospheric feedbacks in the
model, and the latter includes ocean heat
uptake and provides an indication of the
transient response of the coupled climate
system (6, 72). A second global coupled
climate model is the newly developed Com-
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munity Climate System Model version 3
(CCSM3), with higher horizontal resolution
(atmospheric gridpeints roughly every 1.4° as
compared to the PCM, with gridpoints about
every 2.8°) and improved parameterizations
in ail components of atmosphere, ccean, sea
ice, and land surface (76). The CCSM3 has
somewhat higher sensitivity, with an equi-
librium climate sensitivity of 2.7°C and TCR
of 1.5°C. Both models have about 1° ocean
resolution (0.5° in the equatorial tropics),
with dynamical sea ice and land surface
schemes. These models were run for four-
and eight-member ensembles for the PCM
and CCSM3, respectively, for each scenario
(except for five members for A2 in CCSM3).

The 20th-century simulations for both mod-
els include time-evolving changes in forcing
from solar, volcanoes, GHGs, tropospheric
and stratospheric ozone, and the direct ef-
fect of sulfate aerosols (/4, I7). Additionally,
the CCSM3 includes black carbon distribu-
tions scaled by population over the 20th centu-
ry, with those values scaled by sulfur dioxide
emissions for the rest of the future climate
simulations. The CCSM3 also uses a different
solar forcing data set for the 20th century (J8).
These 20th-century forcing differences be-
tween CCSM3 and PCM are not thought to
cause large differences in response in the cli-
mate change simulations beyond the year 2000.

The warming in both the PCM and CCSM3
is close to the observed value of about 0.6°C
for the 20th century (/9). with PCM warm-
ing 0.6°C and CCSM3 warming 0.7° (aver-
aged over the period 1980-1999 in relation to
1890-1919). Sea level rises are 3 to 5 em,
respectively, over the 20th century as com-
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pared to the observed estimate of 15 to 20 cm.
This lower value from the models is consistent
with the part of 20th-century sea level nise

thought to be caused by thermal expansion
{20, 21), because as the ocean warms, scawater
expands and sea level rises. Neither model

Fig. 1. (A) Time series of ?0, conce:m'aﬁons
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CO, concentrations for
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averaged surface air tem-
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Table 1. Globally averaged surface temperature differences (in °C) comparing equilibrium climate
sensitivity from the two models with simulated warming for the 20th century, mid-21st century, and
late 21st century for the different experiments. Midcentury differences are calculated for 2041-2060
minus 1980-1999, and late century differences are for 2080-2099 minus 1980-1999. AZ at 2100 has

more than double present-day CO, amaunts (Fig. 1A).

includes contributions to sea level rise due 1o
ice sheet or glacier melting. Partly because of
this, the sea level rise calculations for the 20th
century from the models are probably at least a
factor of 3 too small (20, 21). Therefore, the
results here should be considered to be the
minimum values of sea level rise. Contribu-
tions from future ice sheet and glacier melting
could perhaps at least double the projected sea
level rise produced by thermal expansion (/).

Atmospheric CO, is the dominant anthro-
pogenic GHG (22), and its time evolution
can be used to illustrate the various scenarios
(Fig. 1A). The three Special Report for Emis-
sions Scenarios (SRES) show low (B1), me-
dium (A1B), and high (A2) increases of CO,
over the course of the 21st century. Three
stabilization experiments were performed:
one with concentrations of all constituents
held constant at year 2000 values and two (Bl
and A1B) with concentrations held constant
at year 2100 values. Although these are ideal-
ized stabilization experiments, it would take a
significant reduction of emissions below 1990
values within a few decades and within about a
century to achieve stabilized concentrations in
B1 and A1B, respectively (23).

Even if we could have stopped any fur-
ther increases in all atmospheric constituents
as of the year 2000, the PCM and CCSM3
indicate that we are already committed to 0.4°
and 0.6°C, respectively, more global warming
by the year 2100 as compared to the 0.6°C
of warming observed at the end of the 20th
century (Table 1 and Fig. iB). (The range
of the ensembles for the climate model tem-
perature anomalies here and to follow is about
+0.1°C.) But we are aiready committed to
proportionately much more sea level rise from
thermal expansion (Fig. 1C).

At the end of the 21st century, as compared
to the end of the 20th century (1980-1999
base period), warming in the low-estimate
climate change scenario (SRES Bl)is 1.1°
and 1.5°C in the two models (Table 1 and
Fig. 1B), with sea level rising to 13 and 18 cm
above year 1999 levels. The spread among the
ensembles for sea level in all cases amounts
to less than $0.3 ¢m. A medium-range sce-
nario (SRES A1B) produces a warming at
the end of the 21st century of 1.9° and 2.6°C,
with about 18 and 25 cm of sea level rise in
the two models. For the high-estimate sce-
nario (A2), warming at 2100 is about 2.2° and
3.5°C, and sea level rise is 19 and 30 cm. The
range of transient temperature responsc in
the two models for the 20th century through
the mid-21st century is considerably less than
the range in their equilibrium climate sensi-
tivities (Table 1) due in part to less than
doubled CO, forcing as well as ocean heat
uptake characteristics {(24). Thus, our confi-
dence in model simulations of 20th-century
climate change and projections for much of
the 21st century (as represented by the range

Model  Eauilibrium  20th 2050 , 2050 2050 2050 2100 2100 2100 2100
. sensitivity  century stabilized B1  A1B A2  stabilized B  AIB A2
PCM 2.1 0.6 0.3 07 12 n 0.4 11 19 22
CCSM3 27 07 06 12 19 18 06 15 26 35
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in the transient response of the models) is
considerably better than that represented by
the targer uncertainty range of the equilibri-

..Im climate sensitivity among the models.

If concentrations of all GHGs and other
ammospheric constituents in these simulations
are held fixed at year 2100 values, we would be
committed to an additional warming by the year
2200 for B1 of about 0.1° to 0.3°C for the
models (Fig. 1B). This small warming commit-
ment is related to the fact that CO, concen-
trations had already started to stabilize at about
2050 in this scenario (Fig. 1A). But even for
this small warming commitment in B1, there is
almost double the sea level rise seen over the
course of the 2ist century by 2200, or an
additional 12 and 13 cm (Fig. 1C). For AIB,
about 0.3°C of additional warming occurs by
2200, but again there is roughly a doubling of
21st-century sea level rise by the year 2200, or
an additional 17 and 21 cm. By 2300 (not
shown), with concentrations still held at year
2100 values, there would be less than another
0.1°C of warming in either scenario, but yet
again about another doubling of the committed
sea level rise that occurred during the 22nd
century, with additional increases of 10 and
18 ¢m from themmal expansion for the two
models for the stabilized B1 experiment, and 14
and 21 cm for A1B as compared to year 2200
values. Sea leve! rise would continue for at Jeast
two more centuries beyond 2300, even with

.these stabilized concentrations of GHGs (2).

The meridional overturning maximum in
the North Atlantic, indicative of the thermo-
haline circulation in the ocean, is stronger
in the preindustrial simulation in the PCM
(32.1 sverdrups) compared to the CCSM3
(21.9 sverdrups), with the latter closer to ob-
served estimates that range from 13 to 20
sverdrups (25-27). The mean strength of
the meridional overtuming and its changes
are an indication of ocean ventilation, and
they contribute to ocean heat uptake and
consequent time scales of temperature re-
sponse in the climate system (12, 24, 28).

The model with the higher sensitivity
(CCSM3) has the greater temperature and sea
level rise response at the year 2100 for the Bl,
AIB, and A2 scenarios (Fig. 1, B and C) and
also the larger decrease in meridional overturn-
ing in the North Atlantic (4.0, 5.3, and —6.2
sverdrups or —18, —24, and —28%, respectively)
as compared to the model that is less sensitive
(PCM), with the lower forced response for Bl,
AlB, and A2 with decreases of mcridional
overturning n the Atlantic that are about a
factor of 2 less (1.0, -3.5, and —4.5 sverdrups,
or -3, —11, and —14%, respectively). This is
consistent with the idea that a larger percentage
decrease in meridional overturning would be
associated with greater ocean heat uptake and
greater surface temperature warming {/2, 24).

The warming commitment for 20th-century
forcing held fixed at year 2000 values is larger

www.sciencemag.org SCIENCE  VOL 307 18 MARCH 2005

in the CCSM3 than in the PCM (0.6° versus
0.4°C). This is also consistent with the re-
covery of the meridional overturning in the
2 1st century after concentrations are stabilized
in the PCM (net recovery of +0.2 sverdrups)
compared to the CCSM3 (meridional over-
tumning continues to weaken by —0.3 sverdrups
before a modest recovery).

Therefore, the PCM, with less climate sen-
sitivity and lower TCR but with greater mean
meridional overtuming in the Atlantic, has less
reduction of Nerth Attantic meridional over-
turning and less forced response, The meridio-
nal overtuming tecovers more quickly in the
PCM, contributing to even less warming
commitment after concentrations are stabilized
at year 2000 values. On the other hand, the
CCSM3, with higher sensitivity and weaker

REPORTS

mean meridional overturning, has a larger
reduction of mendional overtuming due to
global warming (and particularly a larger
percent decrease of meridional overturning)
than the PCM and contributes to more
warming commitment for GHG concentra-
tions stabilized at year 2000 values.

The processes that contribute to these dif-
ferent warming commitments involve small
radiative flux imbalances at the surface (on
the order of several tenths of a watt per square
meter) after atmospheric GHG concentra-
tions are stabilized. This small net heat flux
into the ocean is transferred to the deeper
layers through mixing, convection, and venti-
lation processes such as the meéridional over-
turning circulation that connects the Northemn
and Southern Hemisphere high-latitude deep

2080-2099
difference in temperature

-3.5

I'V 1 L) l‘
° BE  120E 180 1XW 6 °

- ¥
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Fig. 2. Surface temperature change for the end of the 21st century (ensemble average for years 2080—
2099) minus a reference period at the end of the 20th century {ensemble average for years 1980-
1999} from 20th-century simulations with natural and anthropogenic forcings. (A) The PCM for the 81
scenario. {B) The CCSM3 for the B1 scenario. {C) The PCM for the A1B scenario. (D) The CCSM3 for the
A1B scenario. {E) The PCM for the A2 scenario. (F} The CCSM3 for the A2 scenario. (G and H}
Temperature commitment for GHG concentrations stabilized at year 2000 values; ensemble average for
years 2080-2099 minus a reference period ensemble average for years 1980-1999 from 20th-century
simulations. More than 95% of the values in each panel are significant at the 10% level from a
Student's ¢ test, and a similar proportion exceed 1 SD of the intraensemble standard deviations,
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Fig. 3. Ensemble mean
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ocean circulations (29). Thus, in addition to
changes in the meridional overturning circu-
lation, the strength of the mean circulation
also plays a role (72, 24, 28). The tempera-
ture difference between the upper and lower
branches of the Atlantic meridional overturn-
ing circulation is smalter in the PCM than in
the CCSM3 because of the stronger rate of
mean meridional overturning in the PCM that
induces a greater heat exchange or ventilation
between the upper and deeper ocean. In the
PCM, recovery of the meridional overturning
is more rapid in the 21st century, thus pro-
ducing even greater mixing and less warming
. commitment, whereas the CCSM3 recovers
more slowly, with greater warming commit-
ment by the year 2200 and on to 2300.
Geographic patterns of warming (Fig. 2)
show more warming at high northern latitudes
and over land, generally larger-amplitude
warming in the CCSM3 as compared to the
PCM, and geographic temperature increases
roughly proportional to the amplitude of the
globally averaged temperature increases in the
different scenarios (Fig. 1B). Slowdowns in
meridional overtumning in the respective models
(which are greater percentage-wise in the
CCSM3 than the PCM) are not characterized
by less warming over northern Europe in ecither
model. The warming produced by increases in
GHGs overwhelms any tendency toward de-
creased high-latitude warming from less north-
ward heat teansport by the weakened meridional
overtuming circulation in the Atlantic. There is
more regional detail in the higher-resolution
CCSM3 as compared to the PCM, with an El
Nifio-like responsc {30) in the equatorial Pacific
(greater warming in the equatorial central and
eastern Pacific than in the western Pacific) in the
CCSM3 as compared to the PCM. This is
related to cloud feedbacks in the CCSM3
involving the improved prognostic cloud liquid
water scheme, as compared to the diagnostic
. cloud liquid water formulation in the PCM (31).
The warming commitment from the 20th-
century stabilization experiments (Fig. 2, bot-
tom) shows the same type of pattern in the
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forced experiments, with greater warming
over high latitudes and land areas. For re-
gions such as much of North America, even
after stabilizing GHG concentrations, we are
already committed to more than an additional
half a degree of warming in the two models.
The pattern of the 20th-century stabilization
experiments is similar to those produced in
the 2lst-century stabilization experiments
with AIB and Bl (not shown}.

Though temperature increase shows signs
of leveling off 100 years after stabilization,
sea level continues to rise unabated with
proportionately much greater increases com-
pared to temperature, with these committed
increases over the 21st century more than a
factor of 3 greater, percentage-wise, for sea
level rise (32) than for temperature change
(Fig. 3). Thus, even if we could stabilize
concentrations of GHGs, we are already com-
mitted to significant warming and sea level
rise no matter what scenario we follow. These
results confirm and quantify earlier studies
with simple and global models in that the sea
level rise commitment is considerably more
than the temperature change commitment.
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bservations of the climate system are

crucial to establish actual climatic trends,

whereas climaie models are used to
project how quantitics like global mean air tem-
perature and sea level may be expected to re-
spond to anthropogenic perturbations of the
Earth's radiation budget. We compiled the most
recent observed climate trends for carbon diox-
ide concentration, global mecan air tempera-
ture, and global sea level, and we compare these
trends to previous model projections as sum-
marized in the 2001 assessment report of the
Intergovernmental Panel on Climate Change
(IPCC) (/). The [PCC scenarios and projec-
tions start in the year 1990, which is also the
base year of the Kyoto protocol, in which almost
all industrialized nations accepted a binding
commitment to reduce their greenhouse gas
emissions. Although published in 2001, these
model projections are essentially independent
from the observed climate data since 1990: Cli-
mate models are physics-based models devel-
oped over many years that are not “tuned” to
reproduce the tmost recent temperatures, and
global sea-level data were not vet available at
the time. The data now available raise concerns
that the climate system, int particular sea level.
may be responding more quickly than climate
models indicate.

Carbon dioxide concentration follows the
projections almost exactly (Fig. 1), bearing in
mind that the measurements shown from Mauna
Loa (Hawaii) have a slight positive offset due to
the slightly higher CO: concentration in the
Northem Hemisphere compared with the global
mean, The level of agreement is partly coinci-
dental, a result of compensating erors in indus-
trial emissions [based on the 1592a scenario (/)]
and carbon sinks in the projections.

The global mean surface temperature in-
crease (land and ocean combined} in both the
NASA GISS data set and the Hadley Centre/
Climatic Research Unit data set is 0.33°C for
the 16 ycars since 1990, which is in the upper
part of the range projected by the IPCC. Given
the relatively short 16-year time period con-
sidered, it will be difficult to establish the rea-
sons for this refatively rapid warming, although
there are only a few tikely possibilities. The first
candidate reason is intrinsic variability within the
climate system. A second candidate is climate
forcings other than CO,: Although the con-
centration of other greenhouse gases has risen
more slowly than assumed in the [PCC sce-

narios, an aerosol cooling smaller than expected
is a possible cause of the extra warming. A third
candidate is an underestimation of the climate
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Fig. 1. Changes in key global climate parameters
since 1973, compared with the scenarios of the
IPCC (shown as dashed lines and gray ranges). (Top}
Monthly carbon dioxide concentration and its trend
line at Mauna Loa, Hawaii {(blue), up to January
2007, from Scripps in collaboration with NOAA.
ppm, parts per milion. (Middle) Annual globai-
mean land and ocean ¢ombined surface temper-
ature from GISS {red) and the Hadley Centre/
Climatic Research Unit {blue) up to 2006, with their
trends. (Bottom) Sea-level data based primarily on
tide gauges (annual, red) and from satellite
altimeter (3-month data spacing, blue, up to mid-
2006} and their trends. All trends are nonlinear
trend lines and are computed with an embedding
period of 11 years and a minimum roughness crite-
rion at the end (6), except for the satellite altimeter
where a linear trend was used because of the short-
ness of the series. For temperature and sea level,
data are shown as deviations from the trend line
value in 1990, the base year of the IPCC scenarios.

sensitivity to COs- (i.e., model error). The dashed
scenarios shown are for a medium climate sensi-
tivity of 3°C for a doubling of CO;, concentration,
whereas the gray band surrounding the scenanos
shows the effect of uncertainty in climate sensi-
tivity spanning a range from 1.7° to 4.2°C.

Since 1990 the observed sea level has been
rising faster than the rise projected by. models,
as shown both by a reconstruction using primari-
ly tide gauge data (2) and. since 1993, by sat-
ellite altimeter data (3) (both series are corrected
for glacial isostatic adjustment). The satellite
data show a linear trend of 3.3 = 0.4 mm/year
(1993-2006) and the tide gauge reconstruction
wrend is slightly less, whereas the [PCC projected
a best-estimate rise of less than 2 mm/year.
Sea level closely follows the upper gray dashed
line, the upper limit referred to by IPCC as
“including land-ice uncertainty.” The rate of rise
for the past 20 years of the reconstructed sea
level is 25% faster than the rate of rise in any
20-year period in the preceding 115 years. Again,
we caution that the time interval of overlap is
short, so that internal decadal climate variability
could cause much of the discrepancy; it would
be premature to conclude that sea level will con-
tinue to follow this “upper limit” line in future.
The largest contributions to the rapid rise come
from ocean thermal expansion {4) and the melt-
ing from nonpolar glaciers as a resull of the
warming mentioned above. Although the ice
sheet contribution has been smali, observations
are indicating that it is rapidly increasing, with
contributions both from Greenland and Antarc-
tica [e.g., (5}).

Overall, these observational data underscore
the concerns about global climate change. Pre-
vious projections, as summarized by IPCC, have
not exaggerated but may in some respects even
have underestimated the change, in particular
for sea level. '
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Arctic sea ice decline: Faster than forecast
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[{] From 1953 to 2006, Arctic sea ice exient at the end of
the melt season in September has declined sharply. All
models participating in the Intergovermmental Panel on
Climate Change Fourth Assessment Report (IPCC AR4)
show declining Arctic ice cover over this period. However,
depending on the time window for analysis, none or very
few individual model simulations show trends comparable
to observations. If the multi-model ensemble mean time
series provides a true representation of forced change by
greenhouse gas (GHG) loading, 33-38% of the observed
September wend from 1953-2006 is externally forced,
growing to 47-57% from 1979-2006. Given evidence that
as a group, the models underestimate the GHG response, the
externally forced component may be larger. While both
observed and modeled Antarctic winter trends are small,
comparisons for summer are confounded by generally poor
model performance. Citation: Stroeve, J., M. M. Holland,
W. Meier, T. Scambos, and M. Serreze (2007), Arcric sea ice
decline: Faster than forecast, Geophys. Res. Lett., 34, L09501,
doi:10.1029/2007GL029703.

1. Introduction

[z2] Climate models are in near universal agreement that
Arctic sea ice extent will decline through the 21st century in
response to atmospheric greenhouse gas (GHG) loading
[Zhang and Walsh, 2006]. Through fostering large heat
fluxes to the atmosphere, delayed antumn and winter ice
growth will promote increases in surface air temperature
{SAT) over the Arctic Ocean that are outsized compared to
the globe as a whole [Holland and Bitz, 2003]. Ice loss will
also likely influence mid-latitude patterns of atmospheric
circulation and precipitation [e.g., Sewall and Sloan, 2004).

[3] From 1953—2006, Arctic sea ice extent at the end of
the summer melt season in September has declined at a rate
of —7.8%/decade. Over the period of modemn satellite
observations (1979-2006) the trend is even larger
(—9.1% per decade). Trends for March (the climatological
maximum ice extent), while much smaller, are also down-
ward, at —1.8% and —2.9%/decade over these two time
periods. '

[4] Although it is tempting to attribute these statistically
significant (99% level) trends to GHG loading, the observed
sea ice record has strong imprints of natural variability. An
overall rise in SATs over the Arctic Ocean is consistent with
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ice loss [Comiso, 2003], but rates of change depend strongly
on season, the time period analyzed, as well as the data set
employed [Serreze and Francis, 2006). Vaniability in the
Northern Annular Mode (NAM) and other atmospheric
patterns has played a role through impacts on ice circulation
[e.g., Rigor and Wallace, 2004], as have changes in oceanic
heat transport [Polvkov et al., 2005; Shimada et al., 2006].
However, a role of GHG loading finds strong support in the
recent study of Zhang and Walsh [2006]. They show that
from 1979-1999 the multi-model mean annual trend from
models participating in the Intergovernmental Panel on
Climate Change Fourth Assessment Report (IPCC AR4)
is downward, as are trends from most individua! models.

[5} This paper makes three points: {1) if the IPCC AR4
multi-model mean time series properly reflect the response
to GHG loading, then both natural variability and forced
change have been strong players in the observed September
and March trends, with the latter becoming more dominant
during 1979-2006; (2) given evidence that that the IPCC
models as a group are too conservative regarding their GHG
response, the GHG imprint may be larger; and (3) there is
morc consistency belween models and observations regard-
ing much smaller sea ice trends in the Antarctic.

2. Data and Observations

[s] Gridded fields of observed and modcled sea ice
concentration were used to derive comparative lime series
of sea ice extent (summing the area of all grid cells with at
least 15% ice concentration) for September and March,
representing the climatological minimum and maximum
extent in the Arctic and vice versa in the Antarclic.

[7] Observations for the Arctic make use of a blended
record described by Meier er al. [2007] spanning 1953 -
2006. The primary source is the Hadley Centre sea ice and
sea surface temperature data set (HadlSST) [Rayner et al.,
2003]. Prior to 1979, estimates of sea ice concentration are
based on early satcllite observations, aircraft and ship
reports. After 1979, reliance is placed on satellite passive
microwave observalions using the NASA Team sea ice
algorithm [Cavalieri et al., 1996] and augmented by
Fererer and Knowles [2004]. A significant inconsistency
occurs between 1996 and 1997 when the HadlSST
developers switched to a different source for sea ice
concentration. To improve consistency, vatues for 1997-
2006 were reprocessed using updated sea ice concentrations
based on the NASA team algorithm. In the Antarctic, use is
made of a combined passive microwave record starting in
1973 [see Cavalieri et al., 2003] adjusted to match the
ongoing record through 2006,

[s] TPCC AR4 simulations are available from the Pro-
gram for Climate Model Diagnosis and Intercomparison
(PCMDI, available at http://www-pcmdi.lln}.gov/about/
index.php). All simulations apply external forcings over
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Figure 1. Arctic September sea ice extent (X 10° km?) from observations (thick red line) and 13 IPCC AR4 climate
models, together with the multi-model ensemble mean (solid black line) and standard deviation {(dotted black line). Models
with more than one ensemble member are indicated with an asterisk. Inset shows 9-year running means.

the 20th and 21st centuries. The 20th century integrations
specify forcings based on observed records and offline
chemical transport models. Different centers use different
external forcings over the 20th century. They all include
changing greenhouse gas concentrations, but may also
include variations in solar input, volcanic forcing and ozone
concentrations. To compare model hindcasts with projec-
tions through the 21st ceniury, we employ runs with
21st century forcings based on the SRES A1B “business
as usual” scenario, where CQ; is projected to reach 720 ppm
by 2100 (compared to approximately 370 ppm in 2000).

[¢9] Of the 18 models examined for the Arctic and 15 for
the Antarctic, we focus on those with mean ice extent within
20% of observations (from 1953-19935 for the Arctic, and
1973—-1995 for the Antarctic). This screening resulted in 13
and 18 models for the September and March Arctic com-
parisons, respectively. For Antarctica, 12 models were used
for September and only 5 for March. Some models have
more than one ensemble member which are used to generate
the ensemble mean for that particular model. A mulii-model
ensemble mean and its inter-model standard deviation are
computed. We also summarize Arctic September trends for
three time periods, and the range between different ensem-
ble members. All trends are reported as % per decade.

3. Comparisons for the Arctic

[10] Figure 1 shows September sea ice extent (X 10°km?)
from observations and the screened IPCC AR4 models
while Table |1 summarizes trends. The observed trend from
1953-2006 is —7.8 + 0.6 %/decade, three times larger than
the multi-model mean trend of —2.5 + 0.2%/decade. More
striking is that none of the models or their individual
ensemble members have trends as large as observed for
this period. The largest negative trend from any individual

model run is —5.4 = 0.4 %/decade (an ensemble member
from NCAR CCSM3).

fu] For the shorter, yet more reliable period of observa-
tions based on modem satellite records {1979-2006), both
the observed (—9.1 + 1.5%/decade) and multi-model mean
trend {(—4.3 = 0.3%/decade) are larger, but there is again a
strong mismatch, and trends from only 5 of 29 individual
ensermble runs {from only two models: NCAR CCSM3,
UKMO HadGEM]1) are comparable to observations, Over
the last 11 years (1995-2006), observed and multi-maodel
mean trends arc even larger at —17.9 + 5.9 %/dccade and
—6.6 + 0.6 Y%/decade, respectively, and only 6 individual
ensemble members (from NCAR CCSM3, GISS AOM3,
and MIUB ECHOQ) are within 20% of the observed trend.

[12] March trends are not as dramatic (Figure 2), but the
modeled values are again smaller. Over 1953-2006, the
multi-model mean of —0.6 £ 0.1%/decade is one third of
the observed value of —1.8 + 0.1%/decade and only two
simulations (CCCMA GCM3, UKMO HadGEMI) have
trends within 20% of observations. Over the satellite era,
the observed trend grows to —2.9 + 0.3%/decade, over
twice the model mean value of —1.2 + 0.2%/decade. Trends
from 5 out of 18 models are within 20% of observations,
and some show increasing ice extent.

[13] To summarize, there is qualitative agrecement
between observations and models regarding an overall
decline in September icc extent, This points to an imprint
of GHG loading [Zhang and Walsh, 2006]. Since both
observed and modeled September trends have become
larger in more recent years, it appears that GHG imprints
arc growing. Simulations run with pre-industrial GHG
concentrations do not produce the magnitude of September
trends just discussed.

[14] As expected, observed and modeled March trends
are much smaller. In the early stages of a GHG-driven
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Table 1. September Ice Extent Trends and Standard Deviations from IPCC AR4 Models and Observations for 19532006, 1979-2006,

and 1995-2006"

IPCC Model ID Trend 19532006, % dec™!

Trend 1979-2006, % dec™! Trend 1995-2006, % dec '

BCCR BCM2.0 —0.47 = 0.35
CCCMACGCM 3 179021
Ensemnble mean Range —2.86,—0.89
CCCMA CGCM3.1 (T63) —2.50 + 0.25
CNRM CM3 -3i8+0.44
GISS AOM —2.82 +£0.36
Ensemble mean Range —-2.94,-2.70
IPSL CM¢ —4.50 £ 0.63
MIROGC3.2 MED —-2.21+0.29
Ensemble mean Range =2.91,-1.77
MIUB ECHO —1.53 £0.47
Ensemble mean Range —1.84,—1.00
MPI ECHAMS ~0.82 £ 0.30
Ensemble mean Range " —1.01,-0.64
MRI CGCM2.3.2 —1.41 £0.19
Ensemble mean Range -1.65,—1.08
NCAR CCSM3 =396 £ 0.32
Ensemble mean Range —5.44,~-2.52
UKMO HadGEM —4.85 £ 0.63
URMO HadCM3 —4.77 £ 0.60
Multi-mode] Ensemble mean —=2.55£0.16
Satellite/in situ cbservations —=7.77 £ 0.60

~-2.16 + 0.89 —2.80 + 3.92
—1.85+0.54 —1.87+227
—2.53,-1.27 —2.74,-0.30
—2.47+0.64 ~4.72 £ 2.54
—4.03+1.36 —12.56 £ 4,51
—4.13+1.17 —597£3.43
—5.74,-2.49 -10.97,~1.10
—7.74 £ 1.51 —8.06+7.15
—3.07'+0.65 —5.03 £ 1.80
—6.04,—1.03 —8.11, £ 0.39
=511+ 1.21 —11.79 £ 2.90
--7.18,-3.49 -13.96,-7.96
-325+0.69 —2.68 £1.53
—4,24-2.27 —2.72,-2.64
~1.70 £ 0.66 +6.95 £ 1.89
-1.76,—-1.65 +4,98, +8.12
-7.24 £ 0.86 =19.12 £ 1.33
—10,84,-2.65 —28.29,-10.66
—9.03 = 1.42 —9.66 £ 0.24
—5.82£1.70 —19.37 = 6.30
—4.26 +0.25 —6,65 + 0.59
—9.12 +1.54 —17.91 £ 5,98

*September ice exient rends (Y/decade). Results are only given for models with September ice extent within 20% of observations from 1953—1995.
When more than one ensemble member was available for a particular model, the range in trends is also given.

warming, ice extent should still recover in the cold season,
albeit with thinner ice. With only a small externally-forced
trend in extent, effects of internal variability will be
cspecially strong. Indeed, some models actually show
increasing ice extent over the observational record. Only
with continued GHG loading through the 21st century do all
models show declining March ice extent. Nevertheless, the
results for September, and to a lesser extent March, indicate

20.0

decay of the ice cover is proceeding more rapidly than
expected based on the model simulations.

4, Synthesis

[15] One interpretation of these results is that the
observed September trend is a statistically rare event and
imprints of natural vanability strongly dominate over any
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Figure 2. Arctic March sea ice extent (x 10° km?) from observations (thick red line) and 18 IPCC AR4 climate models
together with the multi-mode! ensemble mean (solid black line) and standard deviation (dotted black line). Models with
more than one ensemble member are indicated with an asterisk. Inset shows 9-year running means.
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effect of GHG loading. In this line of reasoning, one could
argue that the sample of model simulations is too small for
any of the models to capture the magnitude of the observed
wend. If instead we accept that the suite of simulations is a
representative sample, an alternative conclusion is that as a
group, the models are deficient in their response to anthro-
pogenic forcing,.

[16] Some support for the first interpretation, particularly
in terms of the strong mismatch between modeled and
observed trends over the last 11 years, comes from impacts
of the strong positive state of the winter NAM during
1989-1995 (highest in over 100 years). Altered wind
patterns flushed much of the Arctic Ocean’s store of thick
ice into the Atlantic via Fram Strait. While the NAM has
subsequently regressed back to a more neutral phase, this
episode left the Arctic with thinner ice, more apt to melt in
summer, contributing to sharply lower Septemberice extent in
recent years [Rigor and Wallace, 2004). Atmospheric vari-
ability in the post-positive NAM era has also favored ice loss
[Maslanik et al.,2007] as have changes in Atlantic heat inflow
[Polyakov et al., 2005] and the transport of Pacific-derived
waters [Shimada et al., 2006]. Assuming these processes
reflect natural variability, it is likely that in their absence,
the September trend would be smaller than observed.

[17] However, the observed September trend from 1953—
2001 of —6.9 £ 0.7%/decade, which climinates the extreme-
ly large ice losses of the last four years, remains much larger
than the multi-model mean of —2.2 + 0.2%/decade and
larger than that for any of the individual ensemble members
(the largest being —4.3 + 0.5%/decade). Nevertheless, it
seems the more general rise of the winter NAM from the
1960s into the mid-1990s has also contributed to declining
ice extent [Rigor et al., 2002].

{18] Regarding the sccond interpretation, while IPCC AR4
models incorporate many improvements compared to their
predecessors, shortcomings remain. Modes of atmospheric
variability like the NAM are represented with questionable
fidelity. While some studies suggest anthropogenic forcing
may favor a positive NAM mode [e.g., Gillert et al., 2003],
there is evidence that climate models underestimate NAM-like
variability [e.g., Gillett, 2005; Stenchikov et al., 2006]. Most
models do not parameterize a sub-grid scale ice thickness
distribution, which is important for sea ice-related feedbacks
[Holland et al., 2006a). Ocean circulation and vertical
structure are often poorly represented [e.g., Tremblay et al.,
2007]. Ice-albedo feedback and oceanic heat flux are impli-
cated as cnitical factors that may cause abrupt reductions in
the future Arctic summer ice cover [Holland et al., 2006b).
Notably, the rwo models that best match observations over
the satellite record incerporate relatively sophisticated sea ice
models (e.g., with a sub-grid scale ice thickness distribution)
[McLaren et al., 2006; Meehi et al., 2006).

[1¥] ¥f we assume the September time series from the
multi-model ensemble mean over the period 1953-2006
allows for a correct depiction of the extemally forced trend,
we can estimate the forced component of the observed
trend. As one estimate, we divide the multi-model mean
trend by the observed trend. As another, we compute
anomalies of the multi-model mean time-series for each
year with respect to 1953, subtract these from the observed
time series, and then re-compute the trend from the adjusted
observations. These calculations indicate that 33% to 38% of
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the observed trend is extermnally forced. The same calcula-
tions for the satellite era (1979—2006) point to larger forced
contributions of 47% and 57%. Calculations for March
indicate that 34 to 39% and 45 to 52% of the trend is
externally forced from 1953-2006 and 1979-2006, respec-
tively. However, if the models as a group under-represent the
GHG response the forced components must be larger.

{20] The residual time series for individual simulations
after removing the multi model-mean trend include a
comhination of each simulation’s natural variability and
departures in GHG sensitivity with respect to the multi-
model mean. The larger downward residual trends will tend
to include those simulations especially sensitive to GHG
loading that (by chance) are paired with a downward trend
associated with natural variability. Since none of the nega-
tive residual trends from 1953-2006 are comparable to that
from the observations after removing the forced component,
this implies that natural variability in the models is under-
estimated. However, this again assumes that the multi-
model ensemble mean time series correctly represents the
GHG response. )

21] It is useful at this point to turn briefly to the
Antarctic. In contrast to the Arctic, Antarctic ice extent
has shown little change. The observed September (end of
austral winter) trend from 19732006 is essentially zero.
The corresponding March trend is —1.7 % —2.3%/decade,
but given the high variability in the Antarctic March extent,
the trend is not statistically significant.

[22] This is consistent with the notion that surface heat in
the southern ocean is rapidly removed from the surface, and
hence does not readily influence the ice cover. Deeper water
in the southern ocean is observed to be warming [Gille,
2002}, but the majority of the sea ice is in contact with a
near-surface cold-water layer formed by the interaction of a
katabatic outflow from the continent with coastal water.
Where warmer, deeper water is brought near the surface,
near the western Antarctic Peninsula, there is a significant
downward trend in sea ice extent [Marzinson, 2005; Zwally
et al, 2002). It is likely that stratospheric cooling from
springtime ozone depletion favors the positive phase of the
Southern Annular Mode {SAM), promoting a cooler climate
over most of thé coastline but warming over the Antarctic
Peninsula [Thompson and Solemon, 2002). Some [PCC-
AR4 models simulate this positive trend in the SAM [e.g.,
Raphael and Holland, 2005].

[23] The multi-model mean for September from 1973-
2006 is also small at —1.8 + 0.2 %/decade, (almost identical
10 the trend over 1900 to 2100) and modeled trends range
widely, with 3 of 12 showing increasing ice extent during the
satellite era. While one might argue that the large scatter in
the modeled March trends (—6.5%/decade to 0.1%/decade) is
broadly consistent with the insignificant observed trend, only
the 5 of the 15 models passed the initial performance
screening described earlier. The appropriate conclusion is
that there are strong shortcomings in the ability of most
models to simulate March Antarctic ice extent.

5. Conclusions

[24] Observations indicate a downward trend in September
Arctic sea ice extent from 19532006 that is larger than any
of the IPCC AR4 simulations, and current summer minima
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are approximately 30 years ahead of the ensemble mean
model forecast. However, the multi-model mean downward
trend is stiil substantial. If this trend is a true representation
of forced change by greenhouse gas loading, we conclude
that 33—38% of the observed trend is extemnally forced. For
the more recent period 1979-2006, and despite apparent
strong impacts of natural processes, these estimates rise t0
47-57%. To the extent that the evidence presented here
supports the contention that the model GHG response is too
weak, the externally forced component may be larger. Either
way, it appears that impacts of GHG loading on Arctic sea
ice in September are strong, and growing, and have also
impacted March ice extent. By contrast, while both
observed and modeled Antarctic winter trends are small,
few models give reasonable assessments of Antarctic sum-
mer ice extent.

[2s] The IPCC AR4 models indicate with the “business
as usual” SRES AlB scenario, an essentially ice-free Arctic
Ocean in September (less than 1.0 x 10% km?) may be
realized anywhere from 2050 to well beyend 2100. How-
ever, if the models as a group underestimate the impacts of
GHG loading, this transition to a new Arctic state is more
likely to occur wetl within this century. The Arctic has often
been viewed as a region where the effects of GHG loading
will be manifested early on, especially through loss of sea
ice. The sensitivity of this region may well be greater than
the models suggest.
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Arctic Sea Ice Extent

Plummets in ’2007
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Arctic sea’ice declined rapidly to unprec-
edented low extents in the summer of 2007,
raising concern that the Arctic may be on
the verge of a fundamental transition
toward a seasonal ice cover.

Arctic sea ice extent typically attains a
seasonal maximum in March.and minimum
in September. Over the course of the mod-
ern satellite record (1979 to present), sea ice
extent has declined significantly in all months,
with the decline being most pronounced in
September. By mid-July 2007, it was clear
that a new record low would be set during
the summer of 2007.

Monthly ice extent for September 2007
was a mere 4.28 x 10% square kilometers,
23% smaller than the previous benchmark
of 5.56 x 10% square kilometersset in Sep-
tember 2005. This ice loss relative to Sep-
tember 2005 equates to an area the size of
Texas and California combined. Including
September 2007, the linear trend in ice
extent over the satellite record now stands
at -10.7% per decade. Even the August mean
of 5.32 x 10 square kilometers broke the
previous record of September 2005.

On the basis of an extended time series
from the Met Office Hadley Centre [Rayner et al.,
2002], we calculated that ice extent in Sep-
tember 2007 was 50% lower than conditions
in the 1950s to the 1970s (Figure 1). While ice
is now growing in response to autumn and

winter cooling, ice extent remains far below

normal,

Understanding Sea Ice Loss

Key factors behind this record ice loss
include thinning of the pack ice in recent
decades [Nghiem et al., 2007a; Masianik et al.,
2007b), making large areas prone to becoming
ice-free during the summer melt season,
coupled with an unusual pattern of atmo-
spheric circulation.

By.J. STROEVE, M. SERREZE, 5. DROBOT,
S. GEARHEARD, M. HOLLAND, J. MASLANIX,
W. MEIER, ARD T, SCAMBOS
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The ice pack contains a mixture of first-year
ice and multiyear ice (ice that has survived
for one or more melt seasons). In general,
older ice is thicker than younger ice. On the
basis of an ice-tracking algorithm, we esti-
mated that the area of ice exceeding 5 years
in age decreased by 56% between 1982 and
2007 [Maslanik et al,, 2007b]. Within the central
Arctic Ocean, the coverage of old ice over
this period declined by 88% and ice that is
at least 9 years old essentially disappeared.
This change toward younger ice translates
to a decrease in mean thickness of ice over
the Arctic Ocean from 2.6 meters in March
1987 to 2.0 meters in 2007 (Figure 2). While the
loss of old ice was accentuated in the 1990s
by anomalous wind pattemns over the Arctic
Ocean that led to increased ice export

1653 - 2000 Sept. Median :

1970 - 2000 Sept, Median

-

S F & P S P

through Fram Strait, recent loss in the cen-
tral Arctic is due to old ice failing to survive
westward transport north of the Alaskan
and eastern Siberian coasts (e.g., through
the Beaufort Gyre).

While this thinning set the stage for pro-
nounced summer ice loss, its effects were
compounded by a favorable pattern of
atmospheric circulation. An anticyclonic
pattern over the ceniral Arctic Ocean that
formed in early June persisted for 3 months
and was coupled with low pressures over
central and western Siberia. Satellite data
reveal that skies under the anticyclone were
predominantly clear, fostering strong melt.
Persistent southerly winds between the
high- and low-pressure centers gave rise to
above-average air temperatures north of
Siberia that promoted melt and also trans-
ported ice away from the Siberian coast.
While this basic pressure pattern has become
more frequent in recent years, helping to
reduce sea ice cover in the western Arctic
[Maslanik et al., 2007a], it was unusually
persistent in 2007,

Fig.-1. Sea ice concentration for September 2007, along with Arctic Ocean median extent from
1953 to 2000 (ved curve), from 1979 to 2000 (orange curve), and for September 2005 (green
curve). September ice extent time series from 1953 to 2007 is shown at the bottom.



Sea surface temperatures (S5Ts) over the
Chukchi and East Siberian seas have increased
since the year 2000. During the summer of
2007, S5Ts over parts of these seas reached
more than 3.5°C. Increased 55Ts and atten-
dant upper ocean warming are consistent
with loss of sea ice, allowing for enhancing
absorption of solar energy at the ocean
surlace [Steele et al., 2008]. Increased
ocean warmth appears to be inhibiting
autumn ice growth. The large summer heat
gains in 2007 are likely to be expressed as
thinner than normal ice at the start of the
2008 melt season.

Biogeophysical Implications
and Consequences

Even before 2007, ice loss was affecting
Arctic residents. Their use of the ice requires
detailed knowledge of ice conditions for
salety and success in hunting, which is a pri-
mary means for providing food and a main-
stay of culture and social organization. Dra-
matic changes described in recent years
[Gearheard et al., 2006} include later ice
freeze-up and earlier breakup, increased
coverage of thin ice over which travel is dan-
gerous, and shifts in the location of the ice
edge [e.g., George et al., 2004]. Hunters are
responding by altering hunting locations,
making greater use of new téchnologies
(e.g., GPS, salellite phones), and avoiding
hunting practices that have become too
risky [e.g., Ford et al., 2006].

Changing ice conditions are also affecting
animal species. Seals and walruses use sea
ice for their breeding and pupping grounds.
With less ice, seal populations in some
areas, such as Canada's Hudson Bay, are
decreasing. This affects polar bear popula-
tions, who depend on seals for food and
use the ice as a platform for hunting them.

Grebmeier et al. [2006] found that a
reduction of sea ice, combined with
increased air and ocean temperatures, has
reduced the summertime extent of the
cold pool that maintains food web produc-
tion in the northern Bering Sea. This has
resulted in the northward displacement of
fish populations as well as ice-related
marine mammals and sea birds, with
effects on subsistence harvests and com-
mercial fisheries. Grebmeier et al. [2006]
argue that similar changes will soon
become more widespread.

The extreme conditions of 2007 portend an
increased access to the Arctic. Summer 2007
saw the opening of the Northwest Passage, a
potential shortcut for shipping between the
Allantic and Pacific oceans. During August
and September, the passage was more naviga-
ble than at any time since routine monitoring
by the Canadian Ice Service began in 1972.

The likelihood of more frequent and lon-
ger openings in coming years has raised
issues of sovereignty and environmental
impaclts. The year 2007 saw renewed inter-
est in economically viable ci! and gas
extraction and efforts by several countries
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Fig. 2 March sea ice thickness for 1987 and 2007 from Maslanik et al. [2007b] ice-tracking

afgorithm, and for March 2007 from ICESat (data provided by D.Yi and J. Zwally, NASA).

to enbance their seabed economic resource
claims of the Arctic Ocean.

The Future of the Sea Ice Cover

Could the summer of 2007 be remem-
bered as the [irst year of a rapid shift to a
seasonally ice-free Arctic Ocean? Simula-
tions from the National Center for Atmo-
spheric Research’s Community Climate
System Model version 3 (CCSM3), with the
middle-range A1B emissions scenario,
show that after the ice thins to a more vul-
nerable state in response to rising green-
house gas (GHG) concentrations, a rein-
forcing kick from natural variability may
trigger an initial, abrupt ice loss. Rapid
decay of the remaining summer ice cover
can then ensue due to the albedo feedback
mechanism. Other models show similar
events [Hofland et al., 2006].

Interestingly, data from ICESal (a satellite
laser altimeter) show that the record low ice
extent seen in September 2007 was preceded
by a March ice thickness averaged across the
Arctic comparable to the ice thickness pre-
ceding the rapid ice loss events in CCSM3.
These thickness comparisons raise the
intriguing possibility that the stage is now set

lor rapid loss of the remaining summer ice

cover, with the unusual atmospheric circula-
tion of 2007 serving as a trigger.

While natural variability may instead stabi-
lize the ice cover for the next few years, the
long-term outlook is disturbing. All models
evaluated in the [ntergovernmental Panel on
Climate Change Fourth Assessment Report
show declining September sea ice from 1953 to
2006. While these models point to a role of
GHG forcing, as a group they significantly
underrepresent the observed trend [Stroeve
et al, 2007]. The reasons for this underrepre-
sentation remain to be fully resolved, but
overly thick ice in several of the models pro-
vides a partial explanation. Given these con-
servative model results, along with the remark-
able events of 2007, our view is that a seasonally
ice-free Arctic Ocean might be realized as
early as 2030.
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[1] Two earth-system models of intermediate complexity
are used to study the long term response to an input of
5000 Pg of carbon into the atmosphere. About 75% of CO»
emissions have an average perturbation lifetime of
1800 years and 25% have lifetimes much longer than
5000 years. In the simulations, higher levels of atmospheric
CO, remain in the atmosphere than predicted by previous
experiments and the average perturbation lifetime of
atmosphetic CO, for this level of emissions is much
longer than the 300-400 years proposed by other studies.
At year 6800, CO, concentrations between about 960 to
1440 ppmv result in global surface temperature increases
between 6 and 8°C. There is also significant surface ocean
acidification, with pH decreasing from 8.16 to 7.46 units
between years 2000 and 2300. Citation: Momenegro, A..
V. Brovkin. M. Eby, D. Archer, and A. J. Weaver (2007). Long
term fate of anthropogenic carbon, Geophys. Res. Leit., 34,
L19707, doi:10.1029/2007GL0O30905,

1. Introduction

[2] Most studies of the future impact of anthropogenic
CO, on the climate system focus their attention on the next
few decades, or at most up to the end of the 21st century.
These periods are comparable to policy planning and
implementation times and comprehensible in terms of
human life span. The less scrutinized climate response on
longer time scales (10° to 10* years) can offer insight into
pertinent scientific questions, like the onset of the next
glaciation [Archer and Ganopolski, 2005] or how the
dynamics of sediment CaCQ, influence atmospheric CO,
concentrations. Also, as in the cases of nuclear wastes or
human-induced species extinctions [Novacek and Cleland,
2001], the depth of the impact in time could be used in the
social and political arenas as a way to quantify the serious-
ness of such impact.

[3} Different processes, with very dlstmct time scales, are
responsible for determining the perturbation lifetime of
anthropogenic CO,. For time scales of decades to centuries,
the response to excess CO; includes ocean uptake, changes
in land carbon associated with increase in soil respiration,
CO, fertilization and alterations to vegetation cover. In
scales of centuries to about 5000—10000 years, ocean
uptake becomes dominant, with CaCQO; compensalion
[Broecker and Peng, 1987] playing a significant role in

'Depanmenl of Earth and Ocean Science, University of Victoria,
Victoria, British Columbia, Canada.

2poisdam Institute for Climate Impact Research, Potsdam, Germany.

*Department of the Geophysical Sciences, University of Chicago,
Chicago, llinois, USA.

Copyright 2007 by the American Geophysical Union,
0094-8276/07/2007GL030905505.00
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the longer time scales within this interval. Models that have
simulated the long time response to the consumption of all
available fossil fuel reserves {~5000 PgC [Rogner, 1997])
have indicated that roughly 80% of the anthropogenic input
has an average perturbation lifetime in the atmosphere of
approximately 300—450 years. The remaining 20% could
remain in the atmosphere for more than 5 thousand years
after emissions cease and the atmosphere would still hold
5% to 10% of the anthropogenic CO, hundreds of
thousands of years into the future {drcher et al, 1997,
1998; Archer, 2005; Lenton and Britton, 2006]. Apart from
the rate with which CO, is removed from the atmosphere,
the fraction of the perturbation remaining in the atmosphere
depends on the ocean’s buffering capacity, which is inverse-
ly proportional to the magnitude of the perturbation. The
result is that the portien of the anthropogenic CO; lefi in the
atmosphere increases as emissions increase [Sarmiento and
Gruber, 2006, Archer et al., 1997].

[a] Here we use two earth-system models of intermediate
complexity (EMIC) to analyze the long term (4500 years
afier the end of emissions) response of the climate system to
an anthropogenic input of 5000 PgC into the atmosphere.
The aim is to describe the fate of anthropogenic CO., its
pathways through the different components of the carbon
system and the mechanisms responsible for this partition. .
The effects of climate change on the carbon cycle are also
analyzed,

2. Model Descriptions

[s] CLIMBER-2 is a coupled climate-carbon cycle model
with a 2.5-dimensional dynamical-statistical atmosphere
model with a spatial resolution of 10° latitude and 51°
longitude, a 3-basin, zonally-averaged ocean model and a
sea-ice model with latitudinal resolution of 2.5° [Sirch et al.,
2005: Petoukhov et al., 2000]. The oceanic carbon cycle
includes standard inorganic biogeochemistry [Brovkin et al.,
2002] and a marine biota NPZD model [Six and Maier-
Reimer, 1996]. CLIMBER-2 also includes a dynamic sed-
iment model [Areher et al., 1998] which allows for CaCO;
compensation. Due to its box-like form this model over-
estimates the deep ocean volume. To correct for this factor
in the oceanic biogeochemistry module, a globally-averaged
hypsometric function is taken into account in calculation of
deep sca floor and volume [Brovkin et al., 2007].

[s] The University of Victoria Earth System Climate
Medel (UVie ESCM) has horizontal resolution of 1.8° x
3.6°. It consists of a vertically integrated, energy-moisture
balance, atmospheric model, coupled to the MOM2 ocean
general circulation model with 19 vertical levels and a
dynamic-thermodynamic sea-ice model [Weaver et al,
2001]. The terrestrial carbon model is a modified version
of the MOSES2 land surface model and the TRIFFID

1 of 5
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Figure 1. (a) Carbon stocks for the coupled experiments. Emissions, green; atmospheric carbon for CLIMBER-2, solid
blue; adjusted CLIMBER-2, dashed blue; UVic, solid red; adjusted UVic, dashed red; average of adjusted values, solid
black; UVic land carbon anomaly, dotted blue; CLIMBER-2 carbon from dissolved CaCQOs anomaly, dotted red. Gap
indicates change in temporal resolution at year 2300. On the right vertical axis carbon stocks are expressed in terms of
equivalent atmospheric CO- concentration, (b) Surface air temperature anomaly, same colour coding as in Figure la.

dynamic vegetation model [Meissner et al., 2003; Matthews
et al., 2005]. Ocean inorganic carbon is based on the
OCMIP abiotic protocol. Ocean biology is simulated by
an ecosystem model of nitrogen cycling [Schmitmer et al.,
2005, Oschlies and Gargon, 1999]. Water, energy and
carbon are conserved with no flux adjustments. It should
be noted that in a recent carbon cycling intercomparison
project, the response of atmospheric carbon of bath
CLIMBER and UVic models to anthropogenic CO, emis-
sions of about 2200 Pg C were well within the range of the
other nine models analyzed [Friedlingstein et al., 2006).

3. Experiments

[71 Both models are integrated for 5000 years starting
from equilibrium at year 1800. The simulations are forced
with CO, emissions prescribed by historical values up to the
year 2000 [Marland et al., 2006] and according to the IPCC
A2 scenario [Intergovermmental Panel on Climate Change,
2000] from 2000 10 2100. After year 2100, emissions
decline linearly to zero at 2300, resulting in 5134 Pg of
carbon (Pg C) being added to the system (Figure la).

[s] To examine the climate-carbon cycle feedback, two
distinct integrations are performed with cach model. In one
set (coupled simulations), the radiative forcing associated
with atmospheric CO; concentration is taken into account;
in the other set (uncoupled simulations), atmospheric CO,
concentrations have no direct effect on the radiative forcing.

[¢9] The CLIMBER-2 simulations reported here did not
include terrestrial carbon dynamics. A rationale was an
absence of land use dynamics and the uncertainty in future
land use scenario which can turn land into a sink or a source
[Sitch et al., 2005]. While the UVic ESCM model takes into

consideration biological CaCO; dynamics in the water
column, it has no ocean sediment component and no input
of CaCO; into the ocean due to weathering.

[10] To compare model results, adjustments are made 10
both CLIMBER-2 and UVic ESCM atmospheric COs.
These adjustments are conducted a posteriori and do not
influence the numerical experiments. The assumption is that
the missing components act as sinks to atmospheric carbon.

[1] The CLIMBER-2 results are adjusted by removing
from the atmosphere the amount of carbon equivalent to the
UVic ESCM terrestrial carbon anomaly. The adjustment to
the UVic ESCM consists in reducing its atmospheric CO, in
direct proportion to the amount of CaCOj dissolved from
CLIMBER-2’s sediment and weathering model. This is
because dissolution of CaCQ5; modifies the alkalinity in
such a way as to eventually cause the draw down of an
equivalent amount of CO,. In reality this draw down would
take some time to occur, depending on mixing the atkalinity
signal from the sediments to the surface, so this i1s an
overestimate (or at least a faster estimate) of the draw down.
Both adjustments are time dependent (Figure la). The
adjusted atrmospheric carbon is used to generate adjusted
surface air temperature series based on the time dependent
atmospheric temperature to carbon ratios (Figure 1b).

[12] Had the processes associated with the adjustments
been represented in the simulations the atmospheric CO;
values during the integrations would have been lower. This
in turn would have resulted in smaller oceanic and terrestrial
carbon uptake than actually recorded. The simulations then
will overestimate carbon draw down and the adjusted values
should be considered a lower bound on atmospheric carbon
stocks. This is cenfirmed for the UVic ESCM model by an
experiment where the dissolved CaCO; from CLIMBER-2

201"5
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Emissions CO3 Year 3000, CO; Year 6800,
Pg C ppmyv ppmv Land Carbon Sediment CaCO, Qcean Dymu-nit:sb Reference
5134 1708 [0.58] 1427 [0.47] yes no yes Uvic ESCM
5134 1642 [0.55] 985 [0.29] yes ¢ yes Adj. UVic ESCM
5134 1617 [0.54] 1063 [0.32] no yes yes CLIMBER-2
4000 ~1200 [0.48] - yes no yes [Lenton et al., 2006]
5134 1423 [0.46] 886 [0.25] 1 yes yes Adj. CLIMBER-2
4546 ~1180 [0.41] ~700 [0.19] no yes no [Archer er al., 1998]
6579 ~1200 [0.38] - yes yes yes [Mikolajewicz er al., 2007)
5000 1120 [0.35] 833 [0.23] no yes no [Archer, 2005)
4173 ~-918 {0.32 ~B40[.18] no yes yes [Ridgwell und Hargreaves, 2005]
4546 923 [0.29] ~700 [0.19] yes yes no [Lenton and Britton, 2006)
3817 ~343 [0.18] - ves yes yes [Mikolujewicz et al., 2007]

*Values preceded by ~ were obtained by visual inspection of published figures, Numbers in brackets give the fraction of anthropogenic CO; present in

the atmosphere.

®(Ocean dynamics refers to the model’s capability of representing changes in ocean state with climate.
“These processes are not considered by the model but represented through the adjustments described in the text. The CLIMBER-2 and UVic ESCM

results are from the coupled simulations.

was introduced into the UVic ESCM ocean as the simula-
tion progressed. At year 6800, the atmospheric carbon stock
of this experiment (not shown} had 400 Pg more carbon
than the adjusted UVic ESCM value and the global surface
tetnperature was 0.52°C higher than the adjusted UVic
ESCM temperature. The use of these adjustments is a
compromise and presents some problems. Most notably,
while we show adjusted results for the two models, these are
not independent from each other. Also, the adjusiments
assume that the missing component on each model would
have responded to the CO; forcing in the same manner as
the other model did.

4, Results and Discussion

[13] The uptake by vegetation is characterized by the
rapid increase in land carbon anomaly over the 21st century,
which reaches a pcak of 458 Pg C in vear 2142. Between
the end of emissions and the year 6800 the UVic ESCM
land acts as a small source to the atmosphere, with terrestrial
carbon anomaly declining 3% (from 389 Pg to 377 Pg).
Both models also have rapid initial oceanic uptake, with
ocean carbon increasing by 700 Pg between the years 2000
and 2150 (not shown).

[14] The CaCO; dissolution modelled by CLIMBER-2 is
small at the beginning of the simulation but starts increasing
at around year 2500, with peak dissolution rates cccurring
between years 3500 and 4500. By around year 4500 all
sediment CaCO3 has been depleted and any further CaCO,
dissolution is associated with the input from continental
weathering.

[1s] The introduction of 5000 Pg C as CO, into the
models generate adjusted global mean surface air temper-
atures ~6°C warmer and nearly one third of the anthropo-
genic CO, still present in the atmosphere 4500 years afier
emissions stop (Figure 1b). Based on a exponential decay fit
1o the average of the adjusted CO, curves starting at
year 2300, 75% of the anthropogenic CO, has an average
perturbation lifetime of approximatcly 1800 years. The
removal of the remaining 25% of the anthropogenic input
requires silicate weathering, which has an estimated time
scale of several hundred thousand years [Archer, 2005].

[16] In millennial time scale simulations which account
for the effects of both sediment CaCO3 and vegetation
dynamics, the anthropogenic CO, fraction present in the
atmosphere at year 3000 range from 0.18 to 0.55. At year
6800, the range is from 0.19 to 0.29 (Table 1). The values
from the UVic ESCM and CLIMBER-2 are at the higher
limits of this distribution. The total amount of anthropogen-
ic CO,, the rate of emissions and the oceanic response o
climate vary significantly among the simulations that make
up this range, complicating comparisons between their
results. ‘

[17] In agreement with previous simulations [Caldeira
and Wickett, 2003], global mean surface pH decreases,
going from the initial state of 8.16 units to 7.42 units(UVic)
and 7.41 units (CLIMBER) at the year 2300. It has been
estimated [Orr ef al., 2005] that surface pH levels of 7.8 to
7.9 would bring the aragonite saturation depth to the surface
in the Southern Ocean, with large negative impacts to the
biota. ‘

4.1. Effects of Ocean Dynamics

[15] Decreases in CO, solubility due to higher oceanic
temperatures [4drcher, 2005] and changes in circulation and
water mass distribution are factors influencing the response
of atmospheric CO; to climate. While present results cannot
be used to isolate and quantify the impact of changes in
ocean dynamics, they offer insight into some potentially
pertinent processes.

[19] One of these relate to changes in the overturning
circutation. The Atlantic meridional overturning decreases
by about 30% for both models between years 2005 and
2300, going from 19.5 to 13.2 Sv in the UVic ESCM and
from 20.4 to 14.7 Sv in CLIMBER. In separate experiments
{(not shown), complete shut down of the overturning in the
UVic ESCM model generates a positive feedback on
atmospheric CO» on the order of 3%. While smaller over-
turning rates could have contributed to a slow down in the
oceanic invasion of atmospheric CO,, this was probably not
the dominant factor.

[20] As in previous experiments {Friedlingstein et al,
2001; Bopp et al., 2005; Ridgwell and Hargreaves, 2005,
the warming simulations registered a reduction in the global
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Figure 2. {(a) Atmospheric CO, concentration difference between coupled and uncoupled simulations, same colour coding
as in Figure 1. (b) Atmospheric carbon gain for the first 500 years of the simulation. (¢) Atmospheric carbon gain for the
whole experiment (solid lines) and the short term gain starting at ycar 2400 {dotted iines). The black triangles at year 2300

mark the end of the period shown in Figure 2b.

export of near surface particulate organic mater, which
decreased by 10% (UVic) and by 4% (CLIMBER) between
the years of 2005 and 2300. Part of this change could be
refated to the stronger stratification in the warmer climate
state. In the UVic ESCM experiment, near surface stratifi-
cation at year 2300 (estirnated based on the mean buoyancy
frequency of the first 400 m) is 25% to 40% larger than in
the year 2000. Stronger stratification leads to less nutrient
upwelling and warmer surface temperatures lead to greater
nutrient recycling, reducing biological export to deeper
waters. An increase in stratification would also reduce the
physical downward transport of dissolved inorganic carbon.

4.2, Climate-Carbon Feedback

[11] The climate-carbon feedback of the UVic ESCM
model is larger than CLIMBER-2’s (Figure 2a), in part due
to CLIMBER-2s lack of terrestrial carbon feedbacks which
dominate the feedback of the UVic ESCM model during the
first few hundred years. Even with its terrestrial carbon
cycle, CLIMBER-Z shows a lower overall carbon-climate
feedback compared to the UVic ESCM model [Friedlingstein
et al., 2006]. The adjusted CLIMBER-2 values (Figure 2a),
are similar to the UVic ESCM feedback values.

[22] The larger input of carbon from CaCQ; dissolution
of the uncoupled run up to about year 4500 is caused by
differences in sediment CaCQj dissolution and is associated
with the higher CO, concentrations and the cooler temper-
atures of the deep ocean in the CLIMBER-2 uncoupled
simulations. In both coupled and uncoupled experiments,
sediment CaCQ; is depleted at around year 4500. Afier this
time, CaCQj; dissolutien is controlled by the terrestrial input
from weathering, at the.prescribed rate 0.12 Pg C/year. The
end of sediment CaCQ; dissolution is reflected in the
convergence of the UVic ESCM original and adjusted
atmospheric CO, differences (Figure 2a).

[23] The gain of the climate-carbon feedback (g) was

estimated following [Friedlingstein et al., 2006, equation 1]:
_ ., Ag

g=1 Ac Mm

where ACY and ACY refer, respectively, to the uncoupled
and coupled atmospheric CO, anomaly. The gain varies in
time in all experiments and reaches values larger than 0.4 in
the UVic ESCM experiments. (Figures 2b and 2Zc).

[24] As defined by equation 1, with anomalies referenced
to initial CO, concentrations, the gain index is not well
suited to deal with periods of declining atmospheric COs.
We estimate the climate gain over the latter portion of the
simulation using a slightly different calculation. We define
“short term gain” using equation 1 but calculating & Cy
and ACY locally, as anomalies over the past 10 years and
not referenced to the initial atmospheric concentration.
Short term gain values are close to the regular estimate in
the beginning of the simulation but tend to positive and then
negative infinity as it approaches and goes over the inflec-
tion point of maximum atmospheric carbon. During the
period of diminishing atmospheric CO,, the short term gain
shows that both UVic ESCM and CLIMBER-2 uncoupled
cxperiments have larger drawdown up to about years 3400—
3500 (negative short term gain, Figure 2¢). This is caused
by larger drawdown due to the lower water temperatures of
the uncoupled simuiations. After year 3500, the short term
gain is positive, a consequence of a reduction of the
uncoupled oceanic drawdown and the larger atmospheric
concentrations of the coupled experiments.

5. Summary

5] In experiments that have emissions similar to afl
known fossil fuel reserves it is estimated that 75% of the
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anthropogenic CO, has an average perturbation lifetime of
~1800 years with the remaining 25% having average
lifetime much longer than 5000 years. This conclusion is
not dependent on the adjustments performed on model
results. Global temperatures are shown to raise between 6
and 8°C and remain at least 5°C higher than preindustrial
for more than 5000 years. These conclusions are supported
by two very different EMICs and are considered to be
conservative estimates.

[26] The results also suggest that changes in ocean
dynamics due 1o climate change may cause a positive long
term feedback for atmospheric CO;. Over the next
300 years, the modelled carbon gain due to climate-carbon
feedback tends to increase, with values at year 2300 that
range from ~5% to ~25%. The higher value is mainly due
to much lower terrestrial carbon stocks registered under
warmer climate.

[27] Our simulations show higher levels of atmospheric
CO, remaining in the atmosphere longer than predicted by
previous modelling experiments [Archer, 2005; Archer and
Ganopolski, 2005; Lenton and Britton, 2006]. The average
perturbation lifetime of 1800 years is much longer than the
300-450 years proposed by some other studies [Archer et
al., 1997; Archer, 2005]. Given the large differences in
model type and experiment set up between the present and
previous cxperiments, these comparisons should be made
with care. While there still is a great deal of uncertainty at
these longer timescales, our results indicate that the long
term consequences of anthropogenic climate change may be
much greater than previously thought.

[28] Acknowledgments. We are grateful for funding from CFCAS
through its Polar Climate Stability and Operating grant programs.
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[1] Cumrent international climate mitigation efforts aim to
stabilize levels of greenhouse gases in the atmosphere,
However, human-induced climate warming will continue for
many centuries, even after atmospheric CO; levels are
stabilized. In this paper, .we assess the CO; emissions
requirements for global temperature stabilization within the
next several centuries, using an Earth system model of
intermediate complexity. We show first that a single pulse of
carbon released into the atmosphere increases globally
averaged surface temperature by an amount that remains
approximately constant for several centuries, even in the
absence of additional emissions. We then show that to hold
climate constant at a given glebal temperature requires near-
zero future carbon emissions. Our results suggest that future
anthropogenic emissions would need to be eliminated in order
to stabilize global-mean temperatures. As a consequence,
any future anthropogenic emissions will commit the climate
system to warming that is essentially irreversible on centennial
timescales. Citation: Matthews, H. D., and K. Caldeira (2008),
Stabilizing climate requires near-zero emissions, Geophys. Res.
Lent., 35, L04705, doi:10.1029/2007GLO32388.

1. Introduction

[2] Avoiding dangerous anthropogenic interference in the
climate system has been a key international policy goal
since the publication of the United Nations Framework
Convention on Climate Change in 1992 [United Nations,
1992]. Since that time, scientific and policy literature
concerning climate change mitigation has been centered
around stabilizing concentrations of greenhouse gases in the
atmosphere [Wigley, 2005; Stern, 2006; Meehl et al., 20051,
However, stable greenhouse gas concentrations do not
equate to a stable global climate. Model simulations have
demonstrated that global temperaturcs continue to increase
for many centuries beyond the point of CO, stabilization
[e.g.. Matthews, 2006). As such, we are committed to future
warming, even with stable greenhouse gas concentrations
[Hansen et al., 1985; Wigley, 2005; Meehl et al., 2005]. This
implies that stabilizing global climate within the next
several centuries would require decreasing, rather than
stabilized, greenhouse gas levels. In this paper, we demon-
strate that to achieve atmospheric carbon dioxide levels that
lead to climate stabilization, the net addition of CO; to the
atmosphere from human activities must be decreased to
nearly zero.
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[3] Recent research has highlighted the very long lifetime
of anthropogenic carbon in the atmosphere; while approx-
imately half of the carbon emitted is removed by the natural
carbon cycle within a century, a substantial fraction of
anthropogenic CO, will persist in the atmosphere for
several millennia [Archer, 2005]. A recent analysis by
Montenegro et al. [2007] found that 25% of emitted CO;
will have an atmospheric lifetime of more than 5000 years.
Studies of the climate response to declining CO, concen-
trations have generally assumed that global temperatures
will decrease in response to decreases in atmospheric CO»
[Friedlingstein and Solomon, 2005). However, as we dem-
onstrate here, because of the high heat capacity of the ocean,
global temperatures may not parallel decreases in atmo-
spheric concentrations of greenhouse gases, but rather will
increase and remain elevated for at least several centuries.
Thus, fossil fuel CO, emissions may produce climate
change that is effectively irreversible on human timescales.

{4] In this paper, we present a series of idealized climate
simulations to assess the centennial-scale climate response
to anthropogenic CQO, emissions, and conversely, to quan-
tify the emissions requirements for climate stabilization, We
have used the University of Victoria Earth System Climate
Maodel (UVic ESCM), an intermediate complexity global
climate model which includes an interactive global carbon
cycle. We present first a series of 500-year simulations
forced by CO, emissions, in which a specified amount of
carbon was added to the atmosphere either instantaneously,
or following a business-as-usual emissions scenario. The
mode! was then run for up to 500 years without additional
carbon emissions to determine the persisience of climate
warming resulting from past emissions. Second, we speci-
fied hypothetical future temperature trajectories for the
UVic ESCM, and controlled emissions such that the spec-
ified future temperature changes were achieved. We used
this method to estimate the CO, emissions requirements for
climate stabilization at levels between 1 and 4 degrees
above pre-industrial temperatures.

2. Methods

[51 We used version 2.8 of the UVic ESCM, an interme-
diate complexity coupled climate-carbon model with spatial
resolution of 1.8 degrees latitude by 3.6 degrees longitude.
The ocean is a 19-layer general circulation model, driven by
specified wind stress at the surface and coupled to a
dynamic-thermodynamic sea-ice model. The atmosphere is
a vertically-integrated single layer model; both temperature
and moisture are transported horizontally by a combination
of diffusion and advection by specified wind fields [Weaver
et al., 2001]. Terrestrial vegetation distributions are calcu-
lated dynamically as a function of simulated regional
climatic conditions, with the result that vegetation is able
to both respond to and affect simulated climate changes
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Figure 1. Climate response lo an instantaneous carbon
emission pulse at year zero. (a) Simulated atmospheric CO,.
(b) Simulated change in global mean surface air tempera-
ture, relative to pre-industrial.

[Meissner et al., 2003]. Additionally, the UVic ESCM
includes an interactive global carbon cycle [Schmittner et
al., 2008] which allows for the direct simulation of coupled
carbon cycle and climate responses to anthropogenic carbon
emissions. The version of the UVic ESCM used here does
not include a sedimentary carbon model; as such we have
restricted our simulations to a 500-year timescale over
which time the effect of carbonate compensation on ocean
carbon uptake is negligible.

[6] In forward mode, specified carbon emissions elicit
climate and carbon cycle moedel responses. We ran the model
in this mode for a series of idealized pulse-response simu-
lations, in which emissions of 50, 200, 500 and 2000 billion
tonnes {giga-tonnes of carbon: GtC) were added instanta-
neously to the atmosphere under pre-industrial conditions;

.we then ran the model with prognostic CO, and carbon

sinks for 500 years with no additional carbon emission. In
a second series of zero-emissions commitment scenarios,
the model was spun-up transiently using historical CO-

-concentrations from 1800 to 2000. We then specified

future business-as-usual cmissions and calculated cumula-
tive emissions relative to the year 2005. We set emissions
to zero at cumulative emission levels of 0, 50, 200, 500 and
2000 GtC after 2005, and ran the model until the year 2500
with no further CO; emissions. In addition, we performed
four simulations in which emissions were reduced linearly to
zero from 20035 levels, such that total carbon emissions after
2005 were equal to 50, 200, 500 and 2000 GtC, respectively.

[7]1 In inverse mode, we are able to specify a desired
global temperature trajectory and calculate anthropogenic
carbon emissions which are consistent with this specified
temperature profile. Emissions (E) were calculated at each
model timestep as E = K (T’ — T,,), where T is the desired
target temperature and 7T, is a running one-year global
average of modelled surface air temperature. X is a constant
which represents the approximate temperature response per
unit of CO; emission, divided by the timescale of temper-
ature response to CO, forcing. Emissions diagnosed in this
way represent the total anthropogenic addition of carbon to
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the atmosphere, including both fossil fuel and net land-use
change emissions.

[s] Historical temperatures were specified as an expo-
nential curvefit to observed temperature data from 1880 to
2005. From 2005 to 2500, we constructed nine temperature
profiles whereby global temperatures increased at constant

.rates of 0.1, 0.2 and 0.4°C/decade to stabilization levels of

1, 2 and 4 degrees above pre-industrial temperature. The
transition from a fixed rale of temperature increase to

. temperature stabilization was smoothed using a 30-year

running average.

3. Results and Discussion

[¢] Figure 1 shows the climate response {o an instanta-
neous pulse emission of carbon dioxide of between 50 and

+ 2000 GtC. After 500 years, between 20 and 35% of the

initial emission pulse remained in the atmosphere (with
higher airborne fractions associated with larger emission
pulses); the remaining carbon was split approximately 60/40
between ocean and land carbon sinks. The emissions pulse
was followed immediately by climate warming, which then
persisted for the remainder of the simulation. Averaged over
the last 450 years of the simulation, temperatures increased
by 0.09, 0.34, 0.88 and 3.6°C for emissions pulses of 50,
200, 500 and 2000 GtC, respectively. Historical emissions
from fossil fuels and land-use change total approximately
450 GtC, which would represent about 0.8 degrees warming
in the context of these pulse-response simulations. These
numbers correspond roughly to a 0.175°C temperature
increase for every 100 GiC emitted. This version of the
UVic ESCM has an equilibrium climate sensitivity of 3.5°C
for a doubling of atmospheric CO5; as such, every 100 GtC
emitted resulted in a step-wise warming of about 5% of the
model’s climate sensitivity.

[16] The amount of climate warming per unit of carbon
emitted did not depend strongly on the timing nor duration of
emissions. Figure 2 (thick lines} shows the result of a series of
transient zero-emissions commitment sirnulations in which
CO, emissions were set to zero when cumulative carbon
emissions after 2005 reached 0, 50, 200, 500 and 2000 GiC
{Figure 2a). After emissions were set to zero, simulated
atmospheric CO- decreased as a function of time as natural
carbon sinks continued to take up carbon {Figure 2b). Ocean
temperatures increased throughout the simulation showing
continued heat uptake, though the rate of heat uptake slowed
as a function of time (Figure 2c). This slowing of ocean heat
uptake balanced the decreasing radiative forcing from atmo-
spheric CO,; as a result, surface temperatures remained
approximately constant (Figure 2d).

[11] Figure 2 also shows four additional simulations (thin
lines) in which emissions were reduced to zero gradually
such that total cumulative emissions afier 2005 were equiv-
alent to the thick-line zero-emissions commitment simula-
tions. In these thin-line simulations, atmospheric CO» and
global temperatures increased more gradually in response to
gradually declining emissions; however. the final stabiliza-
tion temperature was unchanged. Furthermore, the amount
of additional warming that resulted per unit of carbon
emitted in both sets of simulations was equivalent to the
pulse-response cases shown above {approximately 5% of
climate sensitivity per 100 GtC emitted), despite both higher
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Figure 2. Climate response to transient followed by zero
CO, emissions. (a} Specified cumulative CO; emissions
relative 1o the year 2005. (b) Simulated atmospheric CO,.
(c) Simulated change in global mean ocean temperature
relative to pre-industrial. (d) Simulated change in global
mean surface air temperature relative to pre-industrial,
Thick lines show business-as-usual followed by an abrupt
elimination of emissions. Thin lines show the same post-
2005 cumulative emissions but with a gradual reduction
from 2005 emission levels to zero.

initial CO; levels in the atmosphere and the distribution of
emissions over the next 10 to 100 years. This result is
consistent with previous research which has shown that the
declining radiative forcing per unit CO, increase at higher
CO; levels is approximately counter-balanced by increased
airborne fraction of emissions due to weakened carbon sinks
[Caldeira and Kasting, 1993].

[12}] The results shown here differ importantly from
previous zero-emissions commitment analyses [e.g.,
Friedlingstein and Solomon, 2005}, which have neglected
the heat capacity of the deep occan, and have therefore
concluded that after emissions are stopped, global temper-
atures would decrease in response to declining atmospheric
CO, concentrations. Our resulis also differ from previous
studies of warming commitment which have analyzed the
future warming commitment resulting from constant radia-
tive forcing associated with stable aimospheric greenhouse
gas levels [Wigley, 2005; Meehl et al., 2005]. In contrast with
these studies, our results suggest that if emissions were
eliminated entirely, radiative forcing from atmospheric
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CO, would decrease at a rate closely matched by declining
ocean heat uptake, with the result that while future warming
commitment may be negligible, atmospheric temperatures
may not decrease appreciably for at least 500 years.

[13] In the simulations described above, eliminating CO;
emissions resulted in stable global temperatures for the
following five centuries of model simulation. This result
implies that stabilizing climate at a given temperature would
require that anthropogenic CO; emissions be decreased to
near-zero. We demonstrate this in a series of transient model
simulations in which global temperatures in the UVic
ESCM were constrained to follow a desired future climate
trajectory. Results from these simulations are shown in
Figure 3 for emperature stabilization levels of 1, 2 and
4°C above pre-industrial temperatures, with temperatures
approaching stabilization at rates of 0.1, 0.2 and 0.4°C per
decade after the year 2005. Also shown is a simulation in
which climate was stabilized at year-2005 temperatures.

[14] Simulated global mean surface air temperatures
for the ten temperature stabilization simulations followed
closely the prescribed temperature trajectories (Figure 3a).
Atmospheric CO, concentrations consistent with simulated
temperature changes are shown in Figure 3b; in all cases,
CO, concentrations reached a maximum value at the time of
temperature stabilization, followed by a gradual decrease
consistent with that shown in Figures 1 and 2. Also
consistent with Figure 2, ocean temperatures increased
throughout the simulation, though the rate of ocean heat
uptake slowed with time after atmospheric temperatures
were stabilized (Figure 3¢). Cumulative CO, emissions
from each simulation are shown in Figure 3d. At the year
2500, cumulative emissions depended only on the level of
temperature stabilization, and not on the path taken to
stabilization. Stabilizing climate change at 1°C above pre-
industrial {approximately 0.2°C above present) required
cumulative carbon emissions {(from any source) after 2005
to be confined to less than 150 GtC. Stabilizing at 2 or 4°C
above pre-industrial required cumulative emissions after
2005 of less than 725 and 1825 GtC, respectively. In all
cases, annual emissions consistent with temperature-
stabilization were reduced to nearly zero. Notably, stabilizing
global temperature at present-day (year-2005) levels required
emissions to be reduced to near-zero within a decade.

[15] The result shown here that each unit of CO, emis-
sions results in a quantifiable step-wise increase of global
temperatures, and its corollary that temperature stabilization
requires near-zero CQ; emissions, is not model specific; this
same qualitative result can be demonstrated using a simple
analytic model of the global climate-carbon system (see
auxiliary material).’ However, the specific amount by which
global temperatures increased per unit of CO, emission—
and correspondingly, the cumulative CO; emissions re-
quired 1o meet a given temperature target—does depend
on several important model characteristics and assumptions.
For example, future changes in non-CQO, climate forcings
{both natural and anthropogenic) could have an important
effect on the magnitude of temperature changes associated
with future carbon emissions. Furthermore, different models
vary considerably with respect to both the strength of

'Auxiliary materials are available in the HTML. doi:}0.1029/
2007GL032388.
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Figure 3. CO; emissions required for climate stabilization. .
(a) Simulated global mean surface air temperature relative to
pre-industrial. (b} Simulated atmospheric CO,. (c) Simu-
lated change in global mean ocean temperature relative to
pre-industrial. (d} Cumulative carbon emissions relative to
the year 2005 (where near-constant cumulative emissions
reflect near-zero yearly emissions). Colors indicate climate
stabilization at 1 (red lines), 2 {green lines), and 4 (blue
lines) °C above pre-industrial temperatures. Line styles
indicate rates of warming (between 2005 and the time of
temperature-stabilization) of 0.1 (thick lines), 0.2 (medium
lines), and 0.4 (thin lines) °C per decade. The solid grey line
shows climate stabilization at year-2005 temperatures.

carbon sinks (the carbon cycle sensitivity to CO, and
climate changes) as well as the climate system’s sensitivity
1o CO, increases (climate sensitivity).

{16] To examine the dependence of our results on the
model’s climate sensitivily, we repeated the temperature-
stabilization simulations shown in Figure 3 with two addi-
tional versions of the model in which climate sensitivity
after 2005 was approximately doubled and halved respec-
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tively by means of an adjustable temperature-longwave
radiation feedback [Marthews and Caldeira, 2007]. Cumu-
lative emissions from 2005 to 2500 for each of these
simulations are given in Table 1. It is clear that the range
of climate sensitivities explored here had a very large effect
on the cumulative carbon emissions for a given temperature
target. However, across all combinations of climate sensi-
tivity and stabilization level, the rate of warming approach-
ing a stabilization temperature had very little influence on
the allowable cumulative emissions. This is consistent with
the pulse-response and zero-emissions commitment experi-
ments in which each unit of CO, emission produced a
persistent increment of warming that was largely indepen-
dent of the warming produced by other CO; emissions.

[17] In this study, we have made no attempt to con-
struct economically optimal emissions scenartos for cli-
mate stabilization, but rather to quantify the climatic
requirements for allowable emissions consistent with
global temperature targets. Tt is evident that some of the
temperature trajectories (and their associated emissions
scenarios) illustrated here may not be economically fea-
sible, as they require either abrupt transitions from very
high to near-zero emissions, or even prolonged periods of
negative emissions for combinations of high climate
sensitivity and low temperature targets. It is also clear
from these simulations that delays in emissions reductions
now will lead to a requirement for much more rapid
emissions reductions in the future in order to meet the
same global temperature target. In addition, an important
conclusion of our study is that if total future emissions
can be constrained to within a given amount, the same
long-term temperature target can be achieved by a wide
range of specific emissions scenarios.

4, Conclusions

18] Intemnational climate policies aimed at climate stabi-
lization must reflect an understanding of the lasting effect of
grecnhouse gas emissions; as illustrated by a recent study,
year-2050 emissions targets currently being proposed are
likely insufficient to avoid substantial future climate warm-
ing [Weaver et al., 2007). We have shown here that the
climate warming resulting from CQ; emissions is not a
transient phenomenon, but rather persists well beyond the
timescale of human experience. In the absence of human
intervention to actively remove CO, from the atmosphere
[e.g., Keith et al., 2006], each unit of CO, emissions must
be viewed as leading to quantifiable and essentially perma-
nent climate change on centennial timescales. We empha-
size that a stable global climate is not synonymous with
stable radiative forcing, but rather requires decreasing
greenhouse gas levels in the atmosphere. We have shown
here that stable global temperatures within the next several
centuries can be achieved if CO, emissions are reduced to

Table 1. Effect of Climate Sensitivity on Cumulative Emissions Targets for Climate Stabilization®

Global temperature 1rget (°C) 1 2 4

Target rate of change (°Clyr) 0.01 0.02 0.04 0.01 0.02 0.04 0.0i 0.02 0.04
ATy~ 1.8 °C 787 789 788 1970 1977 1979 4806 4801 4794
ATy~ 3.5°%C 149 148 150 720 723 723 1823 1808 1804
ATy ~7°C —166 —167 —167 115 115 116 633 607 599

"Effect of climate sensitivity measured by ATy, Cumulative emissions represent total GiC emitred from 2005 to 2500.
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nearly zero. This means that avoiding future human-induced
climate warming may require policies that seek not only to
decrease CO- emissions, but to eliminate them entirely.

[19] Acknowledgments. We would like to acknowledge and thank
M. Eby at the University of Victoria for his contribution to this research in
the form of development of model code which enables simulation of
specified global temperature input profiles. We would also like to thank
A. Weaver, C. Jones and one anonymous revigwer for their helpful com-
ments and suggestions,

References

Archer, [, (2005), Fate of fossil fuel CO; in geologic time, J. Geophys.
Res., 110, C09505, doi:10.1029/20043C002625.

Caldeira, K., and J. F. Kasting (1993), Insensitivity of global warming
potentials to carbon dioxide emissions scenarios, Nuture, 366, 251—
253, ‘

Friedlingstein, P.. and S. Solomon (2005), Contributions of past and present
human generations to commitied warming caused by carbon dioxide,
Proc. Natl. Acad. Sci. U. S. A., 102, 10,832~10,836.

Hansen, J. E., G. Russell, A. Lacis, I. Fung, and D. Rind (1985}, Climate
response times: Dependence on climate sensitivity and ocean mixing,
Science, 229, 857~859.

Keith, D. W., M. Ha-Duong, and I. K. Stolaroff (2006), Climate strategy
with CO, capture from the air, Clim. Change, 74, 17=435.

Matthews, H. D. (2006), Emissions targets for CQ; stabilization as mod-
ified by carbon cycle feedbacks, Tellus. Ser B, 55, 591-602.

Matthews. H. D., and K. Caldeira (2007), Transient climate-carbon simula-
tions of planetary geoengineering, Proc, Natl. Acad. Sci. U. S. A.. 104,
99499954,

MATTHEWS AND CALDEIRA: CLIMATE STABILIZATION

L04705

Meehl, G. A., W. M. Washington, W. D, Collins, . M. Arblaster, A, Hu,
L. E. Buja, W. G, Strand. and H. Teng (2005), How much more global
warming and sea level rise?, Science, 307, 1769-1772.

Meissner, K. 1., A. J. Weaver, H. D, Matthews, and P. M. Cox (2003), The
role of tand-surface dynamics in glacial inception: A study with the UVic
Earth Systemn Climate Model, Clim. Dva., 21, 515-537.

Montenegro, A., V. Brovkin, M. Eby, D. Archer, and A. J. Weaver (2007),
Long term fate of anthropogenic carbon, Geophys. Res. Lent., 34, L19707,
doi;10,1029/2007GL0O30905.

Schmittner, A., A. Oschlies, H. D, Matthews, and E. D. Galbrith (2008),
Future changes in climate, ocean circulation, ecosystems and biogeo-
chemical cycling simulated for a business-as-usual CO, emissions sce-
nario until year 4000 AD, Global Biogeochem. Cycles, 22, GB1013,
doi:10.1029/2007GB002953.

Stern, N. (2006}, The Economics of Climate Change, Cambridge Univ.
Press, Cambridge, U. K.

United Nations (1992), Earth Summir Convention on Climate Change, U. N.
Conf. on Environ. and Dev., Rio de Janeiro, Brazil.

Weaver, A. I, et al. (2001), The UVic Earth System Climate Model: Model
description, climatology and applications to past, present and future
climates, Atmos. Ocean, 39, 361-428.

Weaver, A. )., K. Zickfeld, A. Montenegro, and M. Eby (2007), Long term
climate implications of 2050 emission reduction targets, Geophys. Res.
Lett., 34, 1L19703, doi:10.1029/2007GL031018.

Wigley, T. M. L. (2005), The climate change commitment, Science, 307,
1766—1769.

K. Caldeira, Depantment of Giobal Ecology, Camegie Institution of
Washington, 260 Panama Street, Stanford, CA 94305, USA.

H. D. Matthews, Department of Geography, Planning and Environment,
Concordia University, 1455 de Maisonneuve Boulevard W., Montreal. QC,
Canada H3G 1M8. (dmatthew(@alcor.concordia.ca)

50f5



Attachment 13
Docket 07A-447E
Glustrom Answer Testimony

http:l!www.noaanews.noaa.govlstorie32008120080423_methan;}:mm. -

Carbon Dioxide, Methane Rise Sharply in 2007

April 23, 2008
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Global methane (CHs) concentrations rose in 2007. The red line shows the trend together
with seasonal variations. The black line indicates the trend that emerges when the
seasonal cycle has been removed.

High Resolution (Credit: NOAA)

Last year alone global levels of atmospheric carbon dioxide, the primary driver of global
climate change, increased by 0.6 percent, or 19 billion tons. Additionally methane rose by
27 million tons after nearly a decade with little or no increase. NOAA scientists released
these and other preliminary findings today as part of an annual update to the agency’s
greenhouse gas index, which tracks data from 60 sites around the world.

The burning of coal, oil, and gas, known as fossil fuels, is the primary source of
increasing carbon dioxide emissions. Earth's oceans, vegetation, and soils soak up half of
these emissions. The rest stays in the air for centuries or longer. Twenty percent of the
2007 fossil fuel emissions of carbon dioxide are expected to remain in the atmosphere for
thousands of years, according to the latest scientific assessment by the International Panel
on Climate Change.

Viewed another way, last year’s carbon dioxide increase means 2.4 molecules of the gas
were added to every million molecules of air, boosting the global concentration to nearly
385 parts per million (ppm). Pre-industrial carbon dioxide levels hovered around 280
ppm until 1850. Human activities pushed those levels up to 380 ppm by early 2006.
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The 2007 rise in global carbon dioxide (CO-) concentrations is tied with 2005 as the third
highest since atmospheric measurements began in 1958. The red line shows the trend
together with seasonal variations. The black line indicates the trend that emerges when
the seasonal cycle has been removed.



High Resolution (Credit: NOAA)

The rate of increase in carbon dioxide concentrations accelerated over recent decades
along with fossil fuel emissions. Since 2000, annual increases of two ppm or more have
been common, compared with 1.5 ppm per year in the 1980s and less than one ppm per
year during the 1960s.

Methane levels rose last year for the first time since 1998. Methane is 25 times more
potent as a greenhouse gas than carbon dioxide, but there’s far less of it in the
atmosphere—about 1,800 parts per billion. When related climate affects are taken into
account, methane’s overall climate impact is nearly half that of carbon dioxide.

Rapidly growing industrialization in Asia and rising wetland emissions in the Arctic and
tropics are the most likely causes of the recent methane increase, said scientist Ed
Dlugokencky from NOAA’s Earth System Research Laboratory.

»We’re on the lookout for the first sign of a methane release from thawing Arctic
permafrost,” said Dlugokencky. “It’s too soon to teil whether last year’s spike in
emissions includes the start of such a trend.”

NOAA engineer Paul Fukumura-Sawada captures air near NOAA’s Mauna Loa
Observatory in Hawaii, using one of many methods to measure carbon dioxide and other
greenhouse gases in Earth’s atmosphere.

High Resolution (Credit: NOAA)

Permafrost, or permanently frozen ground, contains vast stores of carbon. Scientists are
concerned that as the Arctic continues to warm and permafrost thaws, carbon could seep
into the atrnosphere in the form of methane, possibly fueling a cycle of carbon release
and temperature rise.

-

NOAA is dedicated to enhancing economic security and national safety through the
prediction and research of weather and climate-related events and information service
delivery for transportation, and by providing environmental stewardship of our nation’s
coastal and marine resources. Through the emerging Global Earth Observation System of
Systems (GEOSS), NOAA is working with its federal partners, more than 70 countries
and the European Commission to develop a global monitoring network that is as
integrated as the planet it observes, predicts and protects.n
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(Dendroctonus ponderosae Hopkins, pine beetle and
Coleoptera: Curculionidae, Scolytinae) forest carbon

. .. . feedback to climate
is a native insect of the pine forests of change&author= W,
western North America, and its A Kurz, C.C.
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populations periodically erupt into G.J. Rampley , E.

large-scale outbreakst. (#8002, (#B2)3 (#B3) T Neilson <i> of

. During outbreaks, the resulting al.<fi> o
widespread tree mortality reduces &contentlD=10.1038/naturec6777&publicationDate=04/24/2008&Vol-
E{ . t carb take and i r

ores on up and increases commercial
future emissions from the decay of reprints _
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pine beetle and
forest carbon dynamics, however, are forest carbon
generally ignored in large-scale feedback to climate
. changeSauthor=W.

modelling analyses, The current A Kurz . C.C.

outbreak in British Columbia, Canada,  pymond, G. Stinson
is an order of magnitude larger in area G- J. Rampley, E.
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the cumulative impact of the beetle Bookmark in

outbreak in the affected region during  Connotea ] )
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carbon (or 36 g carbon m2 yr on

average over 374,000 km? of forest). SEARCH PUBMED
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small net carbon sink to a large net W. A. Kurz

carbon source both during and (http:/ /www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=search&term=Ku

‘immediately after the outbreak. In the CCDmond fesitemd=searchitermaDy
worst year, the impacts resulting from (ht(t}p.//www:c i.nlm.nih.gov/entrez/query. cgitem =search&term="Dy
the beetle outbreak in British Columbia (http://www.ncbinlm.nih.gov/entrez/query.fcgi ?emd=search &term =Sti

were equivalent to -75% of the average G. J. Rampley
annual direct forest fire emissions from {(http://www.ncbhi.nlm.nih.gov/entrez/query.fegizemd=search&term=Ra
all of Canada during 1959—1999. The E.T. Neilson

{http://www.ncbi.nlm.nih.gov/entrez/query.fogi ?emd=search&term=Ne
. . s . A. L. Carroll

production was of similar magnitude to (http:/ /www.ncbi.nlm.nih.gov/entrez/query.fegi?emd=search&term=Ca
increases observed during the 1980sand |, . authors of

1990s as a result of global change5(#Bi),  this article
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mechanism by which climate change .

may undermine the ability of northern  Leghnicien

“himiste H/
forests to take up and store atmospheric M@ﬂﬂf

carbon, and such impacts should be (http://nature.com/nat

accounted for in large-scale modelling KSR :
Eure et Loir, France

resulting reduction in net primary

analyses.
Post Doctoral
To read this story in full you will need to glese 7 h Assistant
. - ttp://nature.com/nat
login or make a payment (see right). University of Glasgow
' Glasgow United Kingdom
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Summertime in the Colorado Rockies is a wiidflower lover’s

heaven on Earth. And no place in the region attracts more enraptured petal peepers than the
Victorian town of Crested Butte. Nestled nearly 9,000 feet above sea level on the western
slope of the mountains, Crested Butte has been officially designated the “Wildflower Capi-
tal of Colorado” by the state’s legislature. In the coming months, its local paper will begin,
publishing a weekly “wildflower report,” and in mid-july, thousands will throng to the
town’s annual festival for guided hikes, art exhibits and workshops on everything from
flower pressing to cooking and wine-making with wildflowers. The main event, of course,
will be viewing the blossoms-in the surrounding countryside: field after field of larkspurs,
lupines, gilias, sunflowers and daisies displaying every color of the rainbow against a back-
drop of snow-capped mountain peaks. '

Sadly, within a century, scientists
warn that such iconic landscapes may
vanish—not just from the Rockies, but
on mountain slopes everywhere from
the Sierra Nevada to the Swiss Alps to

the Tibetan plateau. The evidence can

be found éight miles up the road from
Crested Butte at the Rocky Mountain
Biological Laboratory (RMBL}, where
biologist John Harte leads a pioneering
experiment on the effects of global
warming on subalpine meadows. To
simulate the temperature increase pre-
dicted for these habitats, Harte and his
colleagues have used overhead heat
lamps to warm a mountain meadow
continuously for the past 18 years.
They’ve discovered that higher temper-
atures spawn a major shift in vegeta-
tion—away from the grasses and color-
ful flowering plants that characterize
subalpine meadows today toward

drought-adapted shrubs such as sage-

brush. “In the future, we may be
known as the sagebrush capital rather
than the wildflower capital of Col-
orado,” laments Harte, a professor of
energy and resources at the University
of California—Berkeley.

The change would be more'than aes-
thetic. While sagebrush provides
wildlife food and shelter in its native
lower-elevation range, scores of “sub-

k Gid o e TANE S AP
See this issue's “Web Exclusives” at
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_alpine insects, birds and mammals in

the Rockies depend completely on the
seeds, leaves, pollen and nectar of non-
woody flowering plants. More signifi-
cantly, as sagebrush crowds out wild-.

flowers, Harte and his colleagues have

¥ vhqt ‘:ia 5 .t!.. 3

A HOVERFLY FEEDS on an Aspen
sunflower (above) and Aspen fleabane
blooms (right) in Colorado’s Gunnison
National Forest. Budding earfier than
they once did, both flowers are frequent
frost victims—a threat to butterflies, flies
and other species that depend on them.

found that the shift spurs a number of
“positive feedbacks” that accelerate
warming. Like the melting of the polar
ice caps, “it's a case where warming
begets warming,” explains Harte. And
because most climate models fail to fac-
tor in the impact of such ecosystem
transformations, he believes it also is a
worrisome sign that their projections,

‘bad as they are, may underestimate

how fast the planet is heating up.
When Harte began planning his
project in the mid-1980s, there had been
few, if any, attempts to study the effects
of warming on a ‘natural ecosystem.
“The problem with relying on historical
data to project the future,” he says, “is
that i’s hard to separate correlation
from causation—which is’ why 1
wanted to try something experimental

under controlled conditions.” Calling

his work “remarkable,” for both its scale
and longevity, University of Maryland
biologist David Inouye, who studies the
impact of climate change on’ native
species, says the experiment “is helping
to make our models more realistic.”
The remote study site Harte selected
features a patchwork of plants typically
found in Rocky Mountain subalpine
meadows: about 100 species of grasses
and nonwoody flowering plants, or
forbs. (At 9,600 feet, it also is near the
highest elevation where sagebrush ordi-
narily grows.) Within the site, he and
his assistants staked out ten 10-by-33-
foot plots—five experimental and five
control—that run along a natural alu-
tudinal gradient. To monitor moisture
and temperature, they sank 18 probes
into the soil of each plot. Finally, above
test plots only, the researchers strung up
15 infrared heat lamps, calibrated 0
mimic the average 3.6 degrees F of
warming predicted by 2050 when
Harte launched the project. (“Now we
know it’s getting hotter faster,” he says.)

N
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be a loser,” he says.

The scientists switched the heaters on
in summer 1991, and they’ve been run-
ning nonstop ever since.

Harte'’s “warming meadow” started
to look different within just a few
years. Responding to higher air tem-
peratures,. soils in the experimental
plots heated up by 1 to 2 degrees C and
lost 20 percent of their moisture. Snow
began melting about two weeks ear-
lier, which lengthened the growing
season in the heated plots. “But by far
the biggest change,” says Harte, “was
a shift from the beautiful forbs people
pay lots of money to come here and see
to the sagebrush that already- carpets
so much of the arid West.” '

One flower that has suffered is
Aspen fleabane (Erigeron speciosus), a
pretty violet daisy with a yellow center.
Common throughout Rocky Mountain
meadows, the plant was flourishing in
Harte’s test plots when he started his
research. But as the plots got warmer
and drier, the daisy began to produce a
third fewer flowers than it once had,
and its flower heads grew smailer. “It’s
an example of a species that's going to

| 28 | MNATIONAL WILDLIFE

Even outside the heated plots, biolo-

gists are finding evidence that the daisy
and other wildflowers are suffering.
Since 1971, biologist Inouye has spent
each summer monitoring more than
100 flowering plant species at RMBL.
He’s found that many plants are bloom-
ing up to a month and a half earlier than
they did three decades ago—so early
that nighttime freezes still commonly
oceur, killing their buds. “These frosts

- can’ have cascading effects throughout

the ecosystern,” says Inouye. A frequent
frost victim, Aspen fleabane, for
instance, is a critical nectar source for
Mormon fritillary butterflies. In sum-
mers following heavy frost damage to
the daisy, researchers have noted
declines in the butterfly’s numbers.
Birds and mammals are also feeling
the heat. Since he began living at
RMBL. in the mid-1970s, year-round
resident Billy Barr, the lab’s business
manager, has been taking meticulous
notes on the seasonal behaviors of 20

animal species. A few years ago, he-

entered his data into an Excel spread-
sheet and shared them with Inouye.
The biologist’s analyses confirmed what

Barr suspected: “It seemed obvious that
animals were coming back sooner and
emerging from hibernation earlier than
they used to,” says Barr. It turns out that
American robins, for example, are
arriving more than two weeks earlier
than they did in the 1970s, s0 soon that
snow still covers the ground—along
with the worms the birds need to pre-
pare for the breeding season.

Similarly, Barr's data reveal that yel-

low-bellied marmots are leaving their -

hibernation dens more than a month
sooner than they did in the 1970s. “Typ-
ically, marmots emerge in mid- to late
April to make a decision about whether
to go back and hibernate'a few more
weeks or to stay out,” says Inouye. “The .
decision seemns to be based on air tem-
peraturé, which is rising in our area.”
The problem is that marmots no
emerge when several feet of snow still
cover the plants they eat. Deep snow
also blocks the animals’ escape burrows,
s0 “more marmots are being caught by
coyotes,” says Barr. .
More ominous, at least from a global
perspective, are the changes Harte is see-
ing in plant communities. As sagebrush
outcompetes forbs in the heated plots,
one of the positive feedbacks he’s found
is that the landscape becomes darker and
less reflective—or has lower albedo—
than it once was. This means plants are
absorbing more heat, speeding up
warming ‘and creating still better condi-
tions for sagebrush. Extended over a
large area, “even a small albedo differ-
ence can have a huge effect,” he says.
Harte also has discovered that soils in

' the heated plots are storing less carbon.

Active photosynthesizers, flowering
plants take in more carbon dioxide than
sagebrush, transferring it to the soil
when they die back at the end of the

growing season. “A single daisy is like . ;
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tiny pump taking CO3 from the atmos-
phere and depositing it into the soil,”
says Harte. By the project’s fifth year, he
and his colleagues found that the test
plots had lost 20 percent of their soil
carbon. Because the world’s soils con-
tin four times more carbon than the’
atmosphere, the implicauons of that
discovery are worrisome: “If we lost 20

percent of soil carbon globally,” says .

Harte, “it would mean nearly another
doubling of atmospheric COp—or
three times what humankind has done
through emissions since the start of the
Industrial Revolution.” ' :
Recent discoveries from other habi-
tats reinforce that concern. Like sage-
brush, lodgepole pine favors warmer,
drier conditions than the Engelmann
spruce and fir trees that now thrive at
high  elevations in the Rockies. To
investigate the impact of a warming-
induced shift from spruce-fir to pine
forests—a change predicted by ecologi-

_cal models—biologist Lara Kueppers,

Harte’s former graduate student, meas-
ured soil carbon along a natural eleva-
tional gradient in Fossil Ridge Wilder-
ness, a 45-minute drive south of RMBL.
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She found that the pine ecosystems
stored significanty less carbon than
spruce-fir forests. “If we get climate

change that favors lodgepole pine o;rqr

“spruce-fir, we're likely to see a loss of

carbon from these systems, setting !

feedback loop that favors even mi
warming,” says Kueppers, a professor

at the University of California—Merced.

At RMBL, meanwhile, real climate

change is beginning to catch up with

Harte’s simulation. For many years, it
looked like the lab’s montane habitats
were resisting many of the effeces of
warming so apparent at lower eleva-
tions. But since 2000, the area has been
experiencing not only higher tempera-
tures, but a tenacious drought that 1s
causing snow to melt sooner in spring.
According to Harte, conditions in his
control plots now resemble those in the
heated plots during the project’s first
five years: Sagebrush is invading, wild-
flowers are struggling, and soil carbon
is beginning to declinc. “It's a case of
nature imitating science,” he says, “and
validating the experiment.” -

Senior Editor LAURA TANGLEY visited
RMBL last summer. To learn more about

global warming and other researc}'.hc

lab, see www.rmblorg.




Martin Hoerling — NOAA Earth System Research Laboratory and Jon Eischeid — University of Colorado, CIRES

obody relishes being “past
peak” anything. Whether it’s the
prime of our human existence

or the prime of Nature’s abundance, the
notion of having less rather than more

is often vehemently denied. But demand
growth in the face of production and
storage decline has severe consequences,
especially when existing uses already
consume the avaiiable supply.

The lifeblood of the Southwest is the
Colorado River, which is increasingly
impacted by climate forces not previously
experienced. The recent drought prompts
concern among water users and water
stewards alike, and requires the scientific
community to probe whether a sustained
threat is rising to our already perilous
moisture balance. The consensus of the
Intergovernmental Panel on Climate
Change (IPCC, 2001) affirms that
Earth’s atmosphere is accumulating
unprecedented quantities of carbon
dioxide that are now causing detectable
increases in surface air temperature.

Is this ongoing drought an early waming
sign of something other than the historical
norm, and the gateway to a future climate
with more severe drought hazards?

What is known about the sensitivity of
moisture conditions in the Southwest

to a changing climate? To seek answers

to these questions, we have undertaken

a systematic analysis of a new suite

18 e January/February 2007 » Southwest Hydrology

of climate model simulations from the
arsenal of tools contributing to the 2007

Even several of the wetter
runs yield increasing
drought due to the
overwhelming effect of
heat-related moisture loss.

IPCC Fourth Assessment Report (AR4).
What is the news for the Southwest?

A New Drought Study

A common practice in drought monitoring
is to derive a meteorological quantity
known as the Palmer Drought Severity
Index (PDSI; Palmer 1965). The index
calculates the cumulative effects of
precipitation and temperature on surface
moisture balance. Water storage is

solely derived from a two-layer soil
system, with no explict accounting

for deep groundwater or water in
manmade surface storage. Drought
develops when evapotranspiration
exceeds the supply available from
precipitation and soil moisture relative

10 a region’s “normal” water balance.
The index ranges from -4 (extreme
drought) to +4 {extreme moistness).

Reservoir storage is key for assessing
water supply during the course of a year
in the Southwest, and is not included

Attachment 20
Docket 07A-447E
Flustrom Answer Testimony

/ o .
\ &% creny
IS

]
r"

in a PDSI drought monitor. However,
when monitoring drought conditions

on annual time scales, streamflow is
strongly correlated with annual PDSI. The
relationship between the annual virgin
flow (the estimated flow of the stream if
it were in its natural state and unaffected
by the activities of man) at Lees Ferry,
Arizona, and the PDSI averaged over

the upper Colorado Basin drainage is

FLOW=A_+ (A, x PDSI)
for FLOW greater than the estimated
basal flow of 3 million acre-feet (maf).

Using data from 1895-1989, the
linear regression coefficients are

= 14.5 maf, A = 1.69 maf,

During the 95-year reference period,
annual PDSI explains 63 percent of the
annual river flow variations at Lees Ferry.

Post-1989 data offer an independent
period to confirm applicability of the
above relation for predicting Lees Ferry
flow. This period is one of warming
temperatures, allowing us to test the
prediction equation’s fidelity in an
environment of climate change. For
1990-2005, PDSI predicts 85 percent
of the recent yearly fluctuations of flow
at Lees Ferry, including the low flow
regime during the recent drought.

To determine the probable hydrologic
consequences of future climate change,
the above formula was used to downscale




-

future PDSI to Lees Ferry streamflow. The
monthly PDSI was calculated for each of
42 climate simulations spanning 1895 to
2060, using multiple runs of 18 different
coupled ocean-atmosphere-land models.
The models were forced with the known
changes in atmospheric constituents

and solar variations from 1895-2000

and a business-as-usual assumption for
future carbon emission after 2000.

A Drastic Change in the
Character of Drought

Sustained drought of severe intensity
(PDSI < -3) occurred during 1953-1956,
an event rivaled during 2000-2003. The
average annual Lees Ferry flow was
only 10 maf during both events, but the
recent drought bears different properties
than its predecessor. In particular,
abnormally high temperatures have
been more prevalent during the 2000-
2003 drought, with the West nearly 1°C
warmer than during the 1950s drought.

Climate simulations of PDSI for two
near-term 25-year periods (2006-2030 and
2035-2060) show an increase in drought
severity (relative to their 20th century
*normals”) that occurs in lockstep with
surface warming (see figures, above
right). Little net change in precipitation
occurs in the average of all models,
though variability among the simulations
1s considerable. Nonetheless, even
several of the wetter runs yield increasing
drought due to the overwhelming

effect of heat-related moisture loss.

The Southwest appears to be entering

a new drought era. In the 20th century,
drought was principally precipitation
driven, and enhanced by temperature.
Indications from the simulations are that
a near perpetual state of drought will
materialize in the coming decades as a
consequence of increasing temperature.

To place these probable changes into
context, projections for the next quarter
century paint a sober landscape in which
average PDSI equates to the 2000-2003
drought conditions. This occurs as the

to increased evapotranspiration owing

to an average 1.4°C warming (relative
see Past Peak, page 35

. consequence of surface water loss due

f Historical

2000 — 2003 -
\ 1
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PDSI

Palmer Drought Severity Index (PDSI). Values less than -3 denote severe drought conditions. Left
panels illustrate the 4-year average drought conditions experienced during the 1950s drought

and the recent drought. Right panels are future projections of the PDSI based on 42 simulations
conducted to support the Fourth Assessment Report of the IPCC. By about 2050, average moisture
balance conditions will mimic conditions experienced only rarely at the height of the most severe
historical droughts.
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Past Peak, continued from page 19

to 1895-2005) in the Colorado Basin.
The subsequent quarter century (2035-
2060) is projected to undergo a similar
incremental warming: an average 2.8°C
over the Upper Colorado. This drives the
Palmer Index down to drought severity
rarely witnessed during the 20th century.

Past Peak Water

What are the implications of intensified
aridity for Colorado River flow?
Downscaling the simulated PDSI to
Lees Ferry flow yields an average rate
of 10 maf for the next 25 years, As
drought conditions further intensify due
to heat, Colorado River flows would
decline further (see charts below),
averaging 7 maf during 2035-2060,
values equivalent to the observed lowest
flow at our recent drought’s nadir.

Are such low flows realistic on a year-
by-year sustained level? First, virtually
all simulations point to sufficient
drought to reduce flow below current
consumptive uses on the river within

20 years, although the range of model
outcomes indicates that we don’t know
precisely how low the flow will be.
Second, whereas the 21st century climate
change signal is one of low Colorado
River flow, the superimposed natural
variability in precipitation is still capable
of producing “normal” flow {by 20th
century standards) for a year or two within
an otherwise drought epoch. Finally, it is
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unclear whether the historical Lees Ferry
flow-PDSI relation used in this study

is strictly applicable to the substantial
change in climate that is projected.

Nonetheless, a robust physical relation
underpins the projected reduction in
Colorado River flow. Evapotranspiration
exceeds precipitation throughout the basin,
implying less runoff as dictated by water
balance requirements. Also, the Lees
Ferry flow estimated from the climate
simulations for 1990-2005 is 13 maf, an
already substantial decline from higher
simulated flows in the early 20th century.
This change is remarkably consistent
with observations and suggests an
emerging warming effect on streamflow.

Relative to the 1990-2005 mean flow

of 13 maf, the 42-run average predicts

a 25 percent decline in streamflow
during 2006-2030, and a 45 percent
decline during 2035-2060. This scenario
is consistent with several independent
estimates using different approaches.
Revelle and Waggoner (1983) used
empirical methods to predict a 29 percent
reduction in Lees Ferry flow under a
scenario of 2°C warming. Christensen
and others (2004) used a sophisticated
hydrology model to predict an 18 percent
reduction in Colorado River streamflow
by 2050 under a change scenario

derived from a climate model that is

now recognized to be on the low range
of climate change sensitivity. Milly and
others (2005) diagnosed annual runoff in
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12 different AR4 models and discovered
a near 20 percent decline in nunoff for
the Colorado River headwaters by 2050.

Qur study reveals that a sustained change
in moisture conditions is unfolding within
the broad range of natural variations. The
Southwest is likely past the peak water
experienced in the 20th century preceding
the signing of the 1922 Colorado
Compact: a decline in Lees Ferry flow will
reduce water availability below current
consumptive demands within a mere 20
years. These projections further expose
the risky reliance by Colorado River water
users upon the Compact as a guarantee
that streamflows will always materialize
to match legislated requirements.

Contact Martin Hoerling at martin hoerling @noaa.gov.
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of climate change on the hydrology and water
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Change 62{1): 337-363.

{PCC, 2001. Climate Change, 2001: The Scientific
Basis, ed. by J.T. Houghton, Y. Ding, D.J.
Griggs, M. Noguer, P.J. van der Linden, and D.
Xiaosu, Cambridge University Press, 881 pp.

Milly, PC.D., KA. Dunne. and A.V, Vecchia, 2005,
Global patterns of trends in streamflow and
water availability in a changing climate,
Nature, 438: 347-350.

Pualmer, W.C., 1965. Meteorological Drought, U.S.
Dept. of Commerce, Weather Bureau Research
Puper No. 45, Washington, D.C.

Revelle, R., and F. Waggoner, 1983, Effects of a
carbon dioxide-induced climaric change on
water supplies in the western United States,
in Changing Climate, by the Carbon Dioxide
Assessment Commitiee, pp. 419-432, National
Academy Report 8211, Washington, D.C.
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The 1895-2050 Lees Ferry annual streamflow (left) was derived from the AR4 simulations of PDSI (middle) using the downscaling formula that relates
observed Lees Ferry flow to observed PDSI during the 20th century. The dark red curve denotes the 42-run average, and the cloud describes the 10 to
90 percent range of individual simulations. The right panel summarizes the probability distribution function of PDSI averaged over the Upper Colorado
Drainage Basin for individual years of observations 1895-2005 (black), for the 42 models for 1895-2005 (green), and for the 42-model projections of the
average PDSI during 2006-2030 (orange) and 2035-2060 (red). Note that the models produce a realistic range of PDSI drought events during the 20th
century, and for the future they produce surface moisture conditions that denote progressive aridification and severe drought conditions.
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wcrease PNAS 2007, 2008.pdf (538 KB...
Good morning,

I understand that the PUC is holding a public hearing on April 14. As
I cannot attend, I wanted to write in support of Xcel's plan to
reduce COZ emissions and to encourage the PUC to keep taking a
leadership role in moving Colorado more towards renewable energy.

I am a climate scientist on the faculty at the University of Colorado
at Boulder. My research includes the fate of modern greenhouse gases,
and the study of past climates and the role of greenhouse gases in
warming and cooling the Earth in the past. Our understanding of
Earth's climate system makes it clear that if we increase CO2 and
other greenhouse gases in the atmosphere, climate will change,
ecosystems will change, and the sea will rise. The more C0O2 we add,
the bigger these effects will be.

I want to briefly stress three points that occasionally wake me at
3am (its not easy being a climate scientist these days!}:

.- Despite all the research and occasional uproar over climate change
in the past decade or so, €02 levels are increasing faster now in the
first decade of the 2000's than they were in the 1990's. (see
attached paper in the Proceedings of the National Academy of
Sciences). It is time for action and leadership on this issue.

- CO2 levels are now 100 ppm above the preindustrial baseline. This
is the same amount of CO2 change that we see in ice cores between the
huge climate changes of glacial to interglacial periods. It is clear
that we are already at a point of "locking in" climate change (see
attached paper in Science). Again, action is needed now.

- The Earth's climate system contains feedbacks, some negative (such
as the removal of 50% of fossil fuel CO2 by the ocean and land
plants) and some positive. One big positive feedback is carbon
currently locked up in permafrost soils which has been accumulating
for hundreds of thousands of years.. There is as much carbon there as
there is in all fossil fuels. As the Arctic warms, permafrost melts,
and carbon dioxide and methane is released. In short, our actions can
be multiplied by natural changes that occur because of our actions.
Once again, the time for action is now.

I appreciate your taking the time to read this. I am proud that
Colorado has chosen to be a leader in addressing our energy needs for
the future, and encourage you to keep going in that direction.

Sincerely,

Jim White

Jim White
Interim Director, Institute of Arctic and Alpine Research Professor, Geological Sciences

and Environmental Studies Campus Box 450 University of Colorado, Boulder Boulder, Colorado
B0309 303 492 5499
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The Movement of Aquatic Mercury Through Terrestrial Food Webs

Daniel A. Crlstol,' Rebecka L. Brasso, Anne M. Condon, Rachel E. Fovargue,
Scott L. Friedman, Kelly K. Hallinger, Adrian P. Monroe, Ariel E. White
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Life Science
Technology Feature

Mercury has contaminated rivers worldwide, with heaith consequences for aquatic
organisms and humans who consume them. Researchers have focused on aquatic
birds as sentinels for mercury. However